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Heat Transfer Around Sharp 
180-deg Turns in Smooth 
Rectangular Channels 
Measured Nusselt numbers are presented for forced convection within and around 
sharp 180-deg turns in smooth channels of rectangular cross section. Separately 
determined top wall, bottom wall, and side wall values are presented individually 
along with azimuthal averages. The geometry of the channels and connecting turn is 
characterized by the parameters W*, the ratio of upstream and downstream channel 
widths; D*, the nondimensional channel depth; and H*, the nondimensional 
clearance at the tip of the turn. Results from nine combinations of these parameters 
are presented at several values of channel Reynolds number to illustrate the effect of 
turn geometry on the heat transfer distributions. 

Introduction 

In various types of heat exchange equipment, straight sec
tions of flow channels are connected by 180-deg bends, and it 
is well known that both the nature of the flow and the 
associated convection heat transfer are usually significantly 
altered in and around the bend. In general, the centrifugal 
forces present in a turning flow induce secondary flows [1]. 
This has the effect of both augmenting heat transfer in the 
streamwise direction and creating azimuthal variations in heat 
transfer. The augmentation in average heat transfer is usually 
desirable, but the variation in heat transfer around the cross 
section is often not. This is particularly true for internal cool
ing passages of high-temperature gas turbine engine com
ponents, where 180-deg bends are common, usually in chan
nels with rectangular cross sections. In such applications, 
variations in convection heat transfer rates occurring over 
small distances can lead to increased thermal stresses and 
decreased component life. 

Thus designers of heat exchange equipment, and especially 
designers of internally cooled turbomachines, are interested in 
the rate of change of both axial and azimuthal heat transfer in 
and around channel turns. Despite the need for such informa
tion, relatively few investigations of heat transfer in passage 
turns through angles of less than 360 deg have been made in 
the past. Most prior studies are restricted to the fully 
developed conditions which are established well downstream 
from the start of bends, usually after more than a full 360-deg 
turn [2-4]. Until recently, the small amount of information 
available on heat transfer in 90 and 180-deg turns has been 
confined to flow channels of circular cross section [5,6]. Even 
there, results are often contradictory and provide only limited 
help to the designer. For example, for virtually identical 
geometries, the maximum observed azimuthal variation in 
heat transfer coefficients ranges from 150 to 400 percent, 
depending on the reference consulted. In all cases, the highest 
coefficients occur along the turn outer radius, and the lowest 
occur along the turn inner radius. 

The developing region near the start of turns in square and 
rectangular cross-section channels has received increased at
tention during the past few years [7-12]. A recently reported 
study of local heat transfer in a 180-deg bend with square cross 
section [9] reports a maximum observed azimuthal variation 
of about 2:1, also generally with the lowest coefficients at the 
inner radius wall and the highest coefficients at the outer 
radius wall. Another recent study of local heat transfer in 
90-deg bends with rectangular cross-section channels [10] 

* 

'present address: Pratt & Whitney Aircraft, East Hartford, CT. 
Contributed by the Heat Transfer Division for publication in the JOURNAL OF 

HEAT TRANSFER. Manuscript received by the Heat Transfer Division April 4, 
1985. Paper No. 85-GT-122. 

Fig. 1 Turn geometry and nomenclature 

reports a maximum observed azimuthal variation of 170 per
cent, also with the lowest coefficients at the inner radius wall. 
The coefficients at the outer radius wall, however, were also 
found to be generally lower than those on the top and bottom 
walls. In this latter study, the rectangular channel aspect ratio 
was 3:1, with the short side on the curved walls. 

The preceding brief discussion of developing heat transfer 
in channel turns has only limited relevance to the present situa
tion of interest. In all of the studies referenced, the turn 
geometries have relatively large radii of curvature at both the 
inner and outer channel radius and have little, if any, flow 
separation at the inner radius. In contrast, the 180-deg turns 
employed in gas turbine component cooling passages are 
usually extremely sharp, with the inner turn radius provided 
by a divider rib, as shown in Fig. 1. 

In this configuration, there obviously will be flow separa
tion at the divider tip, and flow visualization in a study [11] 
preliminary to the present work confirms this expectation. In 
[11] the length of the recirculating flow region on the 
downstream side of the divider is shown to be strongly depen
dent on both W* and H*. The separated flow length was 
observed to vary from approximately 1.5 to 3.5 times the 
width W2 of the downstream channel. Pressure loss coeffi
cients were also determined over the ranges 0.67 < W* < 1.5, 
0.4<//* <0.6, and were found to be most sensitive to changes 
in / /* . 

Recently, heat transfer results obtained in a 180-deg turn 
geometry like that of Fig. 1 have been presented [12]. Both 
smooth wall and rib-roughened wall heat transfer coefficients 
have been obtained for a single channel geometry, 
Wx = W2=H=D. In addition, in [12] only the top and bottom 
channel walls were heated. This boundary condition is 
undesirable because secondary flow will transport fluid to 
near the heated measuring surface from unheated regions, a 
situation not found in most applications of interest. Also in 
[12], a single thermocouple was used to determine a single 
localized heat transfer coefficient at each streamwise position. 
If there is a strong azimuthal variation in heat transfer coeffi-
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Fig. 2 Exploded view of test section components 

cient, the single measured value may not be representative of 
the overall channel heat transfer behavior. 

The present experimental program was designed to provide 
information on both streamwise and azimuthal heat transfer 
behavior for a variety of different turn geometries. The in
vestigation thus far has been restricted to the case of smooth 
channel walls in order to provide a well-established baseline 
for future measurements with roughened walls. 

Experimental Apparatus 

A special test rig was constructed for the present study, 
designed with interchangeable component parts in order to 
permit assemblies covering a range of different combinations 
of W*,H*, and D*, Further design objectives were to create, 
as close as possible, a uniform wall temperature thermal 
boundary condition, and to obtain a measure of both the 
streamwise and azimuthal variations in heat transfer. 

The resulting rig consists of two main sections, a heated test 
section and an entrance/exit section. The components and 
their assembled relationship are shown in exploded view in 
Fig. 2. Air is used as the test fluid and is supplied to the test rig 
from one of several laboratory compressors, depending on the 
desired mass flow rates. Compressor output, filtered and 
dried, is measured in an ASME standard orifice installation 
and routed to a plenum chamber located immediately 
upstream of the inlet/exit section. The plenum contains a 
series of screen sections to settle the flow prior to its entry 
through a contraction ratio of approximately 80:1 to the chan
nel on the upstream side of the turn. 

The heated test section, when assembled, consists of seven
teen separate copper segments, each with its own foil 
resistance heater and thermocouple. The copper segments are 
shown shaded in Fig. 2. The copper plates are all 0.64 cm thick 
but vary in size and shape depending on location. The 
thickness of the plates, together with their high thermal con
ductivity, insures excellent surface temperature uniformity 
with the test conditions used in the present study. 

Five of the copper segments, mounted in a 3.2-cm-thick 
basswood frame, form the channel top walls. The segments 

Fig. 3 Surface segment and flow region numbering 

are thermally insulated from each other with 0.127-cm-thick 
balsa wood strips topped with a thin layer of acrylic plastic. 
The plastic prevents erosion of the soft balsa and allows final 
machining of the epoxy-bonded top wall section to a smooth 
finish. The section forming the channel bottom walls is a mir
ror image of the top wall configuration and both are mounted 
in aluminum frames which provide rigidity and enable ac
curate repeated assembly. 

The channel side wall is in three sections, one each for the 
entrance side wall, the exit side wall, and the turn or end wall. 
The entrance and exit side wall sections each contain three 
heated copper plates; the end wall section contains a single 
heated plate. All three side wall sections have construction 
similar to that of the top and bottom wall sections, with 
basswood backing used together with balsa and plastic inserts 
to thermally separate the heater plates. 

The 17 heated panels are numbered as shown in Fig. 3. 
Segments 1-5 are on the top surface, segments 6-8 are on the 
entrance side wall, segment 9 is on the end or turn wall, 
segments 10-12 are on the exit side wall, and segments 13-17 
are on the lower surface. 

The machined 0.64-cm-thick basswood dividing rib between 
the inlet and exit channels is of one-piece construction and ex
tends from an attachment point in the entrance/exit section in
to the turn region, eliminating possibility for leakage across 
the rib at a joint. In addition, the top and bottom edges of the 
rib are grooved for O-rings to provide an effective seal at these 
locations. For reasons previously mentioned, a heated rather 
than passive rib would be desirable, but was not possible 
within the rib thickness dictated by passage modeling con
siderations. Fortunately, in the present geometry the wetted 
area on the rib is only approximately ten percent of the total 
wetted area. Use of basswood with its low thermal conductiv
ity limits the heat transfer at the rib surface to less than one 
percent of the azimuthal total at any streamwise location. The 
junctions between the side walls and top and bottom walls are 
also sealed with O-rings, as are all other possible air leakage 
routes. The mating parts are positioned accurately through the 
use of locator pins, so that the resulting channel geometry is 
accurate and repeatable upon reassembly. 

A 
CP 
D 

D„ 

D* 
H 

H* 

= heat transfer area 
= fluid specific heat 
= channel depth 
= hydraulic diameter of inlet 

channel 
= D/(W! + W2) 
= divider tip-to-wall clearance 
= H/(Wl + W2) 

m 
NU; 
NU; 

<j 
t,n 
U 

Re 

mass flowrate 
segment Nusselt number 
regional peripheral average 
Nusselt number 
convective heat transfer rate 
fluid mixed mean temperature 
surface temperature 
entrance channel Reynolds 
number = p VDh /(x 

V 

Wx = 
W2 = 
W* = 

A = 
M = 

entrance channel mean 
velocity 
entrance channel width 
exit channel width 
Wx/W2 

(.r^m/.lower ^"/ ' ,upper/ '^^.upper 
fluid dynamic viscosity 
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section orientation 

Provision is made in the test section design for assembly at 
three different ratios of inlet to outlet channel widths, 
W* = 0.67, 1.0, and 1.5(Wl + W2 = 6.35 cm for all three con
figurations). In addition, three values of the nondimensional 
divider tip-to-wall clearance, H*=0.4, 0.5, and 0.6 (#=2.54, 
3.18, and 3.81 cm), can be assembled at each value of W*. 
Changes in channel depth are also possible, but require a 
separate set of side walls for each depth. For the present study, 
a single value, D* =0.2 (D= 1.27 cm), was used. 

For all test configurations, flow from the plenum into the 
test section begins with sharp-edged entrance into the Wx x D 
inlet channel and proceeds 31.5 cm before encountering the 
first heated segments (segments 1, 6, and 13). This first set of 
heated segments is 7.62 cm long in the mean flow direction, 
followed by a second identical 7.62-cm-long set (segments 2, 7, 
and 14). The two sets of heated segments in the exit channel 
are both also 7.62 cm long in the mean flow direction. Further 
details of the apparatus can be obtained from [13]. 

Data Acquisition and Reduction 

Each of the 17 heaters is individually controlled with an 
autotransformer. Acquisition of thermocouple and heater 
power information is accomplished with a digital data logger 
used in conjunction with a CRT display to assist in setting 
desired temperature boundary conditions over the test surface. 
Heating element resistance varies with heater temperature, 
and heater power is therefore most accurately determined by 
separately measuring both the voltage drop across and current 
through the individual heaters. A rotary stepping switch is 
used to sequentially switch the individual heater circuits into a 
measuring configuration where the voltage drop across a 
calibrated 0.01 percent resistor is used to determine the heater 
current. Heater current and voltage measurements are condi
tioned by a solid state a-c/d-c converter. 

All testing is carried out at steady-state conditions and 
utilizes the segment temperatures and heater power 

Nu, 

100 

T i r | i i i r 

REGION 3 

REGION 5 

REGION I 

REGION 2 

J I I I I I I 
100 

Re x I0" 3 

Fig. 5 Typical Nuy versus Re results 

measurements to determine area-averaged convective heat 
transfer rates for each of the 17 segments. In all cases an 
isothermal wall boundary condition is used with individual 
heaters adjusted to equalize all the segment temperatures. In a 
typical test, steady isothermal conditions are generally 
achieved on all segments to within ±0.2°C, and on adjacent 
segments to within ±0.1 "C. This uniformity is achieved 
through manual control of the individual autotransformers, 
assisted by graphical displays on the CRT. 

Each channel geometry tested was investigated at nominal 
Reynolds numbers of 104, 2x 104, 4x 104, and 6x 104, based 
on inlet channel hydraulic diameter. For a particular flow rate 
and turn geometry, power levels were usually set to provide a 
nominal difference of 25 °C between the surface and mixed 
mean temperatures. Some tests were repeated at three addi
tional values of this driving potential: 7°C, 12.5°C, and 50°C. 

At each test condition, the measured segment electrical 
powers are corrected for conduction losses from the back and 
ends of the segments and for intersegment conduction across 
the insulating spacers. Separate auxiliary experiments have 
been conducted to determine these correction terms, and they 
are generally small due to the low conductivity supporting 
structure and the outer insulation wrap. The close segment-to-
segment temperature uniformity maintained in the present 
tests insures a negligible intersegment conduction correction. 
The backside and end loss ranges from less than 2 percent of 
the heater power input (at high flow rates) to 7 percent (at the 
lowest flow rates). The local mixed mean temperature is deter
mined from an energy balance on the flow done regionally 
throughout the test section. As shown in Fig. 3, five regions 
were used, corresponding to the boundaries between adjacent 
segments. The total heat input to a given region is 

1j 
i = i 

(1) 

where the summation is over the number of segments bound
ing the region. For example, region 1 is bounded by segments 
1, 6, and 13, region 2 by segments 2, 7, and 14, and so on for 
all five regions as indicated in Fig. 3. An energy balance then 
expresses the region-to-region change in mixed mean 
temperature 

t i * 
lm,j-\ +—• 

*m, j ^n (2) 

Nu,=-
Qfih (3) 

Ajkj(tsj — tm_ j) 

All properties are determined at a regional average film 
temperature, defined as the arithmetic mean of the average 
region surface temperature and the average region mixed 
mean temperature. 
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Results and Discussion 

The test rig design allows tests to be repeated with the 
heated test section inverted, in effect interchanging the posi
tion of the segments from top to bottom and from inlet to exit. 
Several such repeated tests have been conducted and a typical 
comparison of the Nu, values is shown in Figs. 4(a) and 4(b). 
The Nusselt number agreement in these paired tests was 
generally within experimental uncertainty on individual 
segments, and even closer for peripheral average Nusselt 
numbers. Experimental uncertainty is estimated to be ±8 per
cent, based on the methods of Kline and McClintock [14]. The 
fact that results can be successfully repeated after disassembly 
and reassembly with interchanged components provides con
fidence in the apparatus. 

The results shown in Fig. 4 illustrate general characteristics 
observed throughout the present test program. First, the 
Nusselt numbers in regions 1 and 2 are above those predicted 

V UPPER Nu, 
A LOWER Nu, 

- D - SIDE Nu, 
Nu, 

2 3A 3 3B 4 

REGION 

Fig. 7 Effect of H* at W = 0.67 

by fully developed tube flow correlations (indicated by FD on 
the figures). This behavior is expected for the thermal entry 
conditions present in the tests. The proximity of region 2 
Nusselt numbers to fully developed values indicates the flow is 
close to fully developed conditions at the end of the entrance 
channel, although this was not independently verified with 
velocity measurements in the present tests. Side wall Nusselt 
numbers in the entrance channel are, as expected, lower than 
those of the upper and lower walls, by an amount that agrees 
with previous findings in a channel of similar aspect ratio [10]. 

Flow visualization for the present turn geometries was 
previously conducted [11] using an ink-dot matrix and solvent 
film technique described in [15]. The visualized surface 
streamlines show strong secondary flow that begins to become 
apparent about one channel width upstream of the divider tip. 
Throughout Region 3, there is a strong radially inward flow 
indicated on the top and bottom wall surfaces. The necessary 
balancing radially outward flow along the channel center 
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plane would be expected to produce elevated Nusselt numbers 
on the outer side walls. This expectation has been generally 
observed for both circular and square cross-section curved 
tube flows, for both fully developed and entry conditions. The 
present side wall behavior shown in Fig. 4 is in sharp contrast 
to this expectation. Already lower than the lower and upper 
wall Nusselt numbers, the side wall Nusselt number continues 
to drop on the entrance side wall in the turn region (segment 8, 
labeled region 3A in the figures). Although subtle deviations 
from the simple cellular secondary flow pattern and its cor
responding Nusselt number distribution have been observed 
before [9], in the present case it is more plausibly a result prin
cipally of flow separation and the creation of a low-
velocity recirculating flow zone in the upstream corner, 
observed in the flow visualizations. The effect continues on 
the far side wall (segment 9, labeled region 3 in the figures), 
and only at the exit side wall in the turn region (segment 10, 
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Re = 10 
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Fig. 9 Effect of W at H' = 0.4 
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0.10 i i r 
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Fig. 10 Bottom-to-top Nu,- deviations 

labeled region 3B in the figures) does the side wall Nusselt 
number level finally reach the levels of the upper and lower 
walls. 

The results of Fig. 4 are also typical in showing that the 
highest heat transfer levels generally occur in region 4, 
downstream of the turn. Figure 5 illustrates this with a typical 
Nu, set for a single geometry over the four nominal values of 
Reynolds number used in the testing. 

In order to facilitate comparisons between different 
geometries at identical values of Reynolds number, least-
s q u a r e f i t s of t h e f o r m Nuj = a Re* were o b 
tained for each region. The a, b coefficient sets also provide a 
compact way of accurately presenting all of the Nuy results. 
Table 1 lists the coefficients, those of Fig. 5, and also those of 
the other eight turn geometries. 

From the tabulated coefficients, the distribution of Nu,-
around the turn can be obtained accurately at any desired 
value of Reynolds number within the test range of 
104 < R e < 6 x 104. Similar coefficient pairs have been ob
tained for Nu, for each of the individual heated segments, but 
space limitations prevent listing all of them here. Instead, the 
salient features of the Nu, behavior will be illustrated 
•graphically with a few typical results; the complete set of coef
ficient pairs is available in [13]. 

Figure 6 shows effects of changes in H* at W* = 1. In this 
case inlet and outlet channel widths are equal. In Fig. 6(b), 
H* =0.5, the divider tip-to-wall clearance is also equal to the 
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Table 1 

K^ 

0.67 

0.67 

0.67 

1.0 

1.0 

1.0 

1.5 

1.5 

1.5 

Region 

0.6 

0.4 

0.5 

0.6 

1 
2 
3 
4 
5 
1 
2 
3 
4 
5 
1 
2 
3 
4 
5 
1 
2 
3 
4 
5 
1 
2 
3 
4 
5 
1 
2 
3 
4 
5 
1 
2 
3 
4 
5 
1 
2 
3 
4 
5 
1 
2 
3 
4 
5 

0.04360 
0.02495 
0.08364 
0.03619 
0.09037 
0.04022 
0.02275 
0.09320 
0.04128 
0.08221 
0.04883 
0.03025 
0.06622 
0.05907 
0.09201 
0.04371 
0.02396 
0.12350 
0.07339 
0.12109 
0.03699 
0.02421 
0.05790 
0.06487 
0.07621 
0.03571 
0.02603 
0.07289 
0.07246 
0.07939 
0.03429 
0.02408 
0.14491 
0.12281 
0.08377 
0.04513 
0.02729 
0.12321 
0.10515 
0.06917 
0.01988 
0.00843 
0.01630 
0.01830 
0.01710 

0.7420 
0.7757 
0.7105 
0.7992 
0.6940 
0.7493 
0.7839 
0.6926 
0.7845 
0.6943 
0.7324 
0.7577 
0.7265 
0.7469 
0.6786 
0.7450 
0.7847 
0.6717 
0.7546 
0.6784 
0.7613 
0.7849 
0.7375 
0.7651 
0.7164 
0.7633 
0.7763 
0.7059 
0.7536 
0.7092 
0.7718 
0.7857 
0.6542 
0.7210 
0.7334 
0.7449 
0.7731 
0.6610 
0.7350 
0.7465 
0.8188 
0.8827 
0.8581 
0.9033 
0.8720 

channel width. As tip clearance is reduced (Fig. 6a), Nu,- and 
Nu, in region 3 are increased, particularly Nu, on the 
downstream sidewall (3B). The opposite effect is seen in Fig. 
6(c) where the tip clearance has been increased relative to Fig. 
6(6). Here Nu, and Nu, in region 3 are decreased. 

Figures 7 and 8 present similar graphic presentations of the 
effect of H* on the Nusselt number distributions for 
W* =0.67 and 1.5, respectively. Again, reducing tip clearance 
increases Nusselt numbers in region 3. The effect is most pro
nounced for W* = 1.5. For W* = 1.5, decreasing H* also has a 
significant effect on heat transfer in regions 4 and 5, whereas 
the effect of H* on these regions is minor for W* =0.67 and 
1.0. 

In general, the effect of decreasing W* below 1.0 is to create 
more nearly uniform Nusselt number distributions in the 
streamwise direction. In these cases, the tendency of the turn-
induced secondary flow to enhance heat transfer is apparently 
partially offset by the lowered mean velocities present in the 
enlarged downstream cross section. 

In contrast, the result of increasing W* above 1.0 is that the 
effects of secondary flow and streamwise mean flow accelera
tion both work together to create a high degree of Nusselt 
number increase through the turn. In the most pronounced ex
ample, Fig. 8(a) with W* = 1.5, H* = 0.4, the value of Nu,- in 
region 4 is some 60 percent higher than that of region 3, and 
nearly three times higher than the Nu,- value in region 2. 

The independent effect of W* at constant H* can be viewed 
by comparing the appropriate curves in Figs. 6-8; for example, 
Fig. 9, which combines Figs. 6(a), 1(a), and 8(a), shows the ef
fect of W* at H* = 0A. In all such comparisons, it can be 
observed that the effect of W* on the side wall heat transfer is 

0 2 x l 0 4 

- ° 0 5 h A4xlO<» 
, O 6 x l 0 4 

-O.IO 
I 3B 2 3A 3 

REGION 

Fig. 11 Effect of (ts—tm) on Nil/ deviations 

minor compared with the effect of W* on the top and bottom 
walls. The net result is small peripheral variation in Nu,- at 
large W*, and very large peripheral variation at small W*. 
Thus with relatively small adjustments in the turn geometry 
parameters, both the streamwise and peripheral heat transfer 
distributions can be tailored to best fit the needs of a given 
application. 

Close examination of all of the acquired Nu; values shows 
that there is a small but remarkably consistent difference be
tween the lower surface values and the corresponding upper 
surface values. Figure 10 shows typical deviations over the full 
Reynolds number range, for both normal and inverted test rig 
orientation. The good match between the normal and inverted 
results strongly indicates that the deviation is not an artifact of 
the test rig, but rather is an actual flow phenomenon. 

Approximately 95 percent of all the results obtained in the 
present study exhibit a deviation pattern similar in both shape 
and magnitude to that of Fig. 10, with positive deviations in 
the upstream channel and negative deviations in the 
downstream channel. In about 90 percent of the cases, the 
maximum deviations are 5 percent or less; in the remaining 
cases the deviations do not exceed 10 percent. 

Grashof numbers in these tests are large enough to raise the 
possibility of free convection effects as a cause of the devia
tions. In order to test, within the temperature capabilities of 
the test rig, whether different driving potentials would affect 
the deviations, a few tests were carried out at both lower and 
higher differences between the surface and mixed mean 
temperatures, as mentioned in the data acquisition section. 
Figure 11 shows that the pattern and magnitude of the devia
tions are changed only slightly as driving potential is changed. 
A satisfactory explanation of this phenomenon will probably 
require detailed velocity and temperature field measurements; 
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but at the present time, the effect seems to be of minor impor
tance in applications. 

Closure 

The study provides a measure of both the streamwise and 
azimuthal distributions in convection heat transfer rates for 
sharp 180-deg bends. Nine different geometries were in
vestigated to explore the effects on heat transfer of changes in 
the ratio of inlet to outlet channel width and from changes in 
the divider tip-to-wall clearance. Considerable variation in 
heat transfer distributions, both streamwise and azimuthal, 
results from what are rather minor changes in geometry. Con
siderable care has been taken in the apparatus design and data 
acquisition, and also in the verification of the repeatability 
and test-rig independence of the results. Consequently, the 
study should not only provide guidance for the design of heat 
exchange equipment, but, in addition, should provide useful 
data for assessing future attempts at numerical prediction of 
such flows. 
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ERRATA 

Corrections to "The Exchange Factor Method: An Alternative Basis for Zonal Analysis of Radiating Enclosures," by M. 
E. Larsen and J. R. Howell, published in the November 1985 issue of the ASME JOURNAL OF HEAT TRANSFER, pp. 936-942. 

There was a sign error in equation (44). The correct form is as follows: 

( — ) = 
9 T-&T,„-T. y + Ay 

3Ax 
(44) 

Calculations reported in the article were obtained using the correct form of the equation. 
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ERRATA 
Corrections to "The Exchange Factor Method: An Alternative Basis for Zonal Analysis of Radiating Enclosures," by M. 

E. Larsen and J. R. Howell, published in the November 1985 issue of the ASME JOURNAL OF HEAT TRANSFER, pp. 936-942. 
There was a sign error in equation (44). The correct form is as 'follows: 

(
aT) = 9 T~ 8 Til' - T~+U.x (44) 
ax II' 3LU 

Calculations reported in the article were obtained using the correct form of the equation. 
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An Experimental and Analytical 
Investigation of Friction Factors for 
Fully Developed Flow in Internally 
Finned Triangular Ducts 
Friction factors for fully developed flow in triangular ducts with fins of various 
height and width are investigated for Reynolds numbers ranging from ISO to 90,000. 
Two triangular ducts having apex angles of 60 and 38.8 deg are studied. Results are 
presented in the form of standard plots of friction factor as a function of Reynolds 
number. Friction factor values for the smooth triangular duct cases are in good 
agreement with the existing results. For the finned-duct cases, the fully developed 
axial velocity profiles in laminar flow are determined by solving the x-momentum 
equation iteratively by the Gauss-Seidel finite-difference technique. The theoreti
cally determined friction factors for these cases are in good agreement with the ex
perimental values of friction factors based on pressure drop measurements. 

Introduction 

The fluid flow characteristics of noncircular ducts have 
been studied extensively in the past three decades owing to 
wide applications in compact heat exchanger design. Many 
researchers investigating the pressure drop and heat transfer 
characteristics in ducts with noncircular cross section have 
found that the pressure drop in fully developed turbulent flow 
can also be estimated as a first approximation from turbulent 
flow correlation for circular duct if the diameter is replaced by 
the hydraulic diameter of that particular cross section. This is 
particularly true for fully developed turbulent flow in 
equilateral triangular ducts for which only minor deviation 
from the circular tube correlations for friction factor has been 
reported [1]. However, significant deviation from the circular 
duct correlation have been reported for the sharp cornered 
ducts such as isosceles triangular ducts with narrow apex angle 
[2]. In their investigation, Eckert and Irvine [3] have found 
that for Newtonian fluids in narrow triangular ducts, laminar 
and turbulent flows can coexist side by side over a wide range 
of Reynolds number. Leonhardt [4] performed measurements 
of friction factors for Newtonian and non-Newtonian fluids 
and found them to be in good agreement with theoretical solu
tions of Shah and London [5] for laminar flow in isosceles 
triangular ducts. Aly et al. [6] have numerically predicted the 
secondary flow patterns in the cross-sectional plane, mean ax
ial velocity, and pressure drop in fully developed turbulent 
flow in an equilateral triangular duct. To solve for these quan
tities, the turbulence kinetic energy (^-turbulence length (/) 
model was employed. They also compared the predicted 
pressure drop values with experimental values and found a 
reasonable agreement between the two. Gosman and Rapley 
[7] used an algebraic stress model for predicting the fully 
developed turbulent flow in ducts of triangular cross section 
and found the theoretically predicted results in good agree
ment with experimental results. 

The application of internally finned ducts in high-
performance heat exchangers has provided impetus for the 
development of such systems. The performance of conven
tional heat exchangers can be substantially improved by a 
number of techniques [8] which involve heat transfer augmen
tation by providing extra heat exchange area in the form of 
fins. Bergles et al. [9] have analyzed the turbulent flow in a 
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finned circular duct. They found that the largest increase in 
heat transfer occurs with short spiral fins. Hilding and Coogen 
[10] found that the use of continuous straight fins of large 
length resulted in good heat transfer performance in circular 
ducts. Hu and Chang [11] analytically solved for the fully 
developed laminar flow in a circular tube having longitudinal 
rectangular fins equally spaced along the wall. Also, Chen [12] 
extended the work reported in [11] by considering longitudinal 
fins within square and hexagonal ducts. Date [13] solved the 
problem of fully developed laminar and turbulent flow in a 
tube containing a twisted tape. Aggarwala and Gangal [14] 
and Gangal and Aggarwala [15] studied the heat transfer per
formance of internally finned rectangular and square ducts for 
the case of combined free and forced convection in fully 
developed laminar flow. Masliyah and Nandakumar [16, 17] 
analyzed fully developed laminar flow through a circular tube 
having triangular fins equally spaced along the wall. They 
employed a finite element method to obtain solutions for 
velocity and temperature profiles. Patankar et al. [18] studied 
turbulent flow and heat transfer characteristics in internally 
finned tubes and annuli; and Soliman et al. [19] analyzed 
laminar heat transfer in internally finned tubes with uniform 
outside wall temperature. Recently, Scott and Webb [20] ex
tended the work related to laminar flow in internally finned 
circular tubes [11] to turbulent flows. They examined the 
problem both theoretically and experimentally. Prakash and 
Patankar [21] numerically solved the problem of combined 
free and forced convection in vertical tubes with radial inter
nal fins. 

Present Work 

The literature review pursued prior to the initiation of this 
work indicated that friction factor data for the finned 
triangular duct were not available in the literature. The main 
objective of this study is to determine the effect of 
longitudinal internal fins on the friction factor for fully 
developed flow of a Newtonian fluid such as air. Two test sec
tions of triangular cross section with different apex angles 
were fabricated so that the effect of apex angle on friction fac
tor could also be analyzed. Parameters such as Reynolds 
number, size of fins, and number of fins are also varied in the 
present study. Since no comparable analytical solutions or ex
perimental data exist for finned triangular ducts, the 
analytical solutions for the laminar flow are developed to 
check the accuracy of the experimentally obtained friction fac-
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Table 1 Dimensions and friction factors for various cases 

Cases 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11* 

a, deg 

60 
60 
60 
60 
60 
38.8 
38.8 
38.8 
38.8 
38.8 
60 

L, cm 

5.080 
5.080 
5.080 
5.080 
5.080 
4.143 
4.143 
4.143 
4.143 
4.143 
5.080 

a, cm 

5.080 
5.080 
5.080 
5.080 
5.080 
6.177 
6.177 
6.177 
6.177 
6.177 
5.080 

** 
dH, cm 
2.93.4 
2.934 
2.934 
2.934 
2.934 
2.934 
2.934 
2.934 
2.934 
2.934 
2.934 

h, cm 

0.0 
0.415 
0.415 
0.831 
0.831 
0.0 
0.415 
0.415 
0.831 
0.831 
0.831 

t, cm 

0.0 
0.317 
0.635 
0.317 
0.635 
0.0 
0.317 
0.635 
0.317 
0.635 
0.317 

cL 
53.3 
75.7 
87.7 

123.1 
165.3 
53.2 
73.3 
82.9 

110.1 
138.7 
92.6 

C-r 
0.305 
0.345 
0.486 
0.539 
0.721 
0.312 
0.340 
0.596 
0.421 
0.583 
0.472 

*For this case, fins are located on one side as shown in Fig. 7. 
**Smooth duct hydraulic diameter is used for calculating/ and Re even for finned duct cases. 
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Fig. 1 Duct geometry and grid network for numerical computation 

tors. Utilizing the relationship between the friction factor, 
Reynolds number, and the nondimensional volumetric flow 
rate, the theoretical friction factors are computed and com
pared with experimental results. 

Experimental Apparatus and Procedure 

An experimental apparatus was designed and fabricated to 
study the pressure drop characteristics of flows in finned 
triangular ducts [22]. Experiments were performed with two 
different test sections each having the same hydraulic diameter 

but different apex angles (60 and 38.8 deg). A typical cross-
sectional view is shown in Fig. 1. The dimensions of each cross 
section are given in Table 1. In order to achieve fully 
developed flow, an entrance region of approximately 120 
hydraulic diameters was chosen. This length was considered 
sufficient for the incoming flow to become fully developed in 
both laminar as well as turbulent regimes [23, 24]. 

The quantities measured in a typical experimental run were 
the volumetric flow rate of the air and the time-averaged 
pressure drop between pressure taps located in the fully 
developed region. The volumetric flow rate of air was 
measured by an orifice plate meter whose pressure taps were 
located one diameter upstream and 0.3 diameter downstream 
[25]. The pressure drop per unit length of the duct was 
measured by an electronic pressure transducer connected to 
two pressure taps at a given distance apart. The resulting raw 
data were used as inputs to a computer program which deter
mined the Reynolds number, friction factor, least square fit to 
the data, and the experimental uncertainty in the 
measurements. For most runs, the experimental rms uncer
tainty for the friction factor ranged from 3.8 to 8.0 percent, 
and from 2 to 3.1 percent for the Reynolds number [22]. 

Each triangular duct has four pressure taps located at 
various locations along the axial direction. At any given axial 
location, the taps were also located in the circumferential 
direction to sense any pressure variation in that direction. This 
effect was investigated for the equilateral cross section, and 
the results showed that the circumferential pressure variations 
were well within the overall uncertainty of the experiment. 

The experimental data are presented in the standard form of 
friction factor as a function of Reynolds number defined as 

Re = 
piidH mdH 

where the hydraulic diameter is defined as 

dH = -
44 

(1) 

(2) 

Nomenclature 

A = cross-sectional area, cm2 

A0, B0 = intercept and slope of cor
relation given by equation (8) 

a = duct interior dimension (Fig. 
1), cm 

CL = laminar friction coefficient 
= / -Re 

CT = turbulent friction coefficient 
= /.Re0-25 

dH = h y d r a u l i c d i a m e t e r of 
smooth duct, cm 

/ = Darcy friction factor 

h = 
L = 

m = 
P = 
P = 
Q = 

Q* = 

Re = 

t = 

height of the fin, cm 
characteristic reference 
length (Fig. 1), cm 
mass flow rate, kg/s 
pressure, Pa 
wetted perimeter, cm 
volumetric flow rate, m3 /s 
nondimensional volumetric 
flow rate 
Reynolds number, defined in 
equation (1) 
thickness of the rectangular 
fin, cm 

u = average velocity in axial 
direction, m/s 

u* = dimensionless velocity 
x, y, z = Cartesian coordinates, m 
y*, z* = dimensionless y and z 

coordinates 
ft = dynamic viscosity, Pa»s 
p = density, kg/m3 

Subscripts 

n = index for normal direction 
/ = index for x direction 
j = index for y direction 
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Fig. 2 Presentation of friction factor versus Reynolds number for a 
smooth triangular duct with a = 60 deg 
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Fig. 3 Presentation of friction factor versus Reynolds number for a 
smooth triangular duct with a = 38.8 deg 

The symbol p designates the wetted perimeter and A is the 
cross-sectional area of the duct. The friction factor / , also 
known as Darcy friction factor in the literature, is defined as 

/ = -
2tf„ dP 2dHpA2 dP 

pw- dx dx 
(3) 

The term dP/dx is the pressure drop per unit length of the 
duct. 

Numerical Calculation of Friction Factors 
The governing equation for the nondimensional axial 

velocity in fully developed region can be written in the follow
ing form 

d2u d2u* 

dz*1 1 
dy*1 

where y* = y/L, z*=z/L, and u* = u/{-L2/,x){dP/dx). The 
symbol L is the nondimensional characteristic length, shown 
in Fig. 1. 

Poisson's equation (4) is solved by an iterative finite dif
ference technique known as the Gauss-Seidel method with 
overrelaxation [26]. The Cartesian grid network for the 
numerical scheme is illustrated in Fig. 1 for the case of 
equilateral triangular duct with internal fins. Due to apparent 
symmetry in this case, the solution needs to be determined in 
only a one-sixth portion of the geometry shown in Fig. 1. 
Since the flow is symmetric about boundaries QR and PR, the 
boundary condition representing vanishing normal velocity 
gradient du/dn = 0 is enforced at all points along those two 
boundaries that do not coincide with a solid surface. A central 
difference approximation is adopted to determine the finite 
difference analog for the second-order partial derivatives of 
the u* velocity. A uniform grid with Ay*=Az* =0.0125 was 
used for all numerical calculations. 

Following the determination of the velocity field, the 
volume flow rate is computed from the expression 

e*=- 1 
dP/dxL4 

\ u' 
J A ' 

dA* (5) 

where Q and Q* are the dimensional and nondimensional 
volumetric flow rates, respectively. It should be noted here 
that Q* is a function of duct shape only. Using the definitions 
of Re, Q, Q*, and friction factor/, the following expression 
for/»Re can be obtained 

/ •Re = 
2Adjf 

L4Q* 
(6) 

A typical numerical solution gives the value of Q*, from which 
the quantity / -Re can be computed. The friction factor 
calculations for laminar flow in ducts reported by Shah and 
London [5] are well known. The relationship they used is of 
the type/-Re = CL, where CL is a constant dependent only on 
the apex angle for the smooth duct geometry. However, for 
the case of a finned duct this constant CL will also depend on 
the size and number of fins. Similarly, for turbulent flow, the 
well-known Blasius formula/• Re025 = CT is commonly used 
for correlating the frictional pressure drop data. As we shall 
see in the next section, most of the experimental data for the 
finned geometry correlated well with the above two 
expressions. 

(4) Discussion of Results 

Prior to taking extensive data for complex cross-sectional 
shapes, the pressure drop data were initially obtained for sim
ple cross-sectional shapes so that the experimental and 
numerical techniques used in the present study could be 
validated. As shown in Figs. 2 and 3, the experimental data for 
smooth equilateral triangular cross section were found to be in 
good agreement with the experimental data of Carlson and Ir
vine [27] for both laminar and turbulent flows. The numerical 
results obtained in the present study for laminar friction fac
tors are shown by solid lines in Figs. 2 and 3. They are also in 
good accord with the present experimental data as well as with 
the previously reported work of Shah and London [5] for a 
smooth equilateral triangular geometry. The experimental rms 
uncertainty of the friction factor is also shown for a typical 
data point in Fig. 2 to illustrate the close agreement between 
the numerical and experimental results. 

To ascertain the validity of the hydraulic-diameter rule for 
noncircular geometries, i.e., the application of circular tube 
results with appropriate hydraulic diameter, the friction factor 
values for several finned equilateral and isosceles triangular 
cases (a = 38.8) were plotted as a function of Reynolds number 
[22]. For all these cases the actual hydraulic diameter of the 
finned duct geometry is used (i.e., dH = 4A/p). The failure of 
various finned geometry data to collapse on a single curve in
dicated that for the finned duct cases, the hydraulic-diameter 
rule for computing friction factor carries large and unaccep
table uncertainty for laminar as well as turbulent regimes. It 
should be noted that the isosceles triangular duct data showed 
a much larger scatter compared to the equilateral triangular 
case. The failure of turbulent flow data to collapse on the cir
cular duct data is somewhat unexpected in view of limited suc
cess of hydraulic-diameter rule for such noncircular duct 
shapes as the smooth equilateral and the wide-angled isosceles 
triangles. Since secondary flows exist in noncircular ducts, the 
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Fig. 4 Presentation of friction factor versus Reynolds number for 
various finned duct geometries for triangular duct with a = 60 deg 

Fig. 5 Presentation of friction factor versus Reynolds number for a 
finned duct with a = 60 deg 

presence of thick fins in a duct perhaps causes the turbulent 
flow characteristics to depart significantly from those of an 
equivalent circular-shaped duct. As we shall see subsequently, 
the shape and the location of fins have significant influence on 
the friction factor characteristics. For the laminar case, even 
for the smooth noncircular duct shapes, the friction factor 
results are not governed satisfactorily by the hydraulic-
diameter rule [1]. In fact, addition of fins has significant in
fluence on the velocity contours which, despite retaining some 
symmetry, as in the case of equilateral triangular geometry, 
depart significantly from those of the equivalent circular 
geometry case. 

Finned Equilateral Cross Section. In veiw of the large 
uncertainty involved in the use of hydraulic-diameter rule, the 
effects of fin height and width on friction factors are il
lustrated by employing the hydraulic diameter of the smooth 
duct for calculating / and Re, even for the finned geometry 
cases. Experiments were performed for fins with two different 
thicknesses and two different heights for each triangular duct 
shape. The majority of data obtained in the present study cor
related well with / •Re = C i for laminar cases, and with 
/.Re°'25 = C r for the turbulent cases. The least-squares fits 
through the data for all four finned geometries are shown in 
Fig. 4, The parameters characterizing the duct shape and the 
fin geometry are given in Table 1, along with corresponding 
values of CL and CT. 

In the laminar regime, the agreement between the numerical 
and the experimental data was always within the experimental 

Fig. 6 Velocity contours for finned equilateral triangular duct with 
h = 0.831 cm and 1 = 0.317 cm 

uncertainty for all four finned geometries. It is interesting to 
note that whereas for a fixed fin height, doubling the fin 
thickness from 0.317 to 0.635 cm (cases 2 and 3) resulted in 
only a 16 percent increase in the value of the laminar coeffi
cient CL, doubling of the fin height from 0.415 to 0.831 cm for 
a fixed thickness (cases 2 and 4) resulted in about a 62 percent 
increase in CL value. Comparison of cases 3 and 4 also shows 
that despite the same fin area, the fin with higher height 
resulted in 40 percent higher friction factor value in case 4 as 
compared to case 3. For taller fins, the axial velocity contours 
are greatly perturbed, and this leads to much higher velocity 
gradients and higher friction factor [22]. 

For the turbulent cases, the value of CT ranged from 0.305 
for smooth duct case to 0.721 for the case with maximum fin 
dimensions (case 5). In the turbulent regime, the results are 
qualitatively similar to the results for the laminar regime. For 
example, the fin height variation exerts a stronger influence on 
friction factor as compared to fin thickness variation. 
However, the effect of fin geometry is definitely weaker for 
the turbulent flow cases. For example, in cases 3 and 4, the fin 
area is kept the same by doubling the height and halving the 
thickness. The turbulent friction factor changes by less than 11 
percent, as compared to 40 percent change in the laminar case. 

For one particular equilateral triangular duct geometry, all 
three fins of equal size were mounted on one side of the duct at 
an equal distance apart (case 11). The dimensions of these fins 
are given in Table 1. The theoretical predictions of the laminar 
friction factor, along with the experimental data for this par
ticular case, are given in Fig. 5. It can be seen that the 
theoretical solution of laminar coefficient of CL = 92.6 is 
underestimated by approximately 7 percent when it is com
pared with the corresponding experimental data. Also, the 
value of C r = 0.472 represents the least-squares linear fit 
through the turbulent data points with a slope of - 1/4. Clear
ly, for this case, a curve fit of the t y p e / = C r Re~0-25 is a poor 
representation of the turbulent experimental data. Com
parison of this particular case (Fig. 5) with the similar case of 
three fins of same size located on each side of a triangular duct 
(Fig. 4) shows a reduction of 24.8 percent in the laminar fric
tion factor and a reduction of about 13 percent in the tur
bulent friction factor. 

To further explore the difference between the above two 
cases, the axial velocity contours are plotted in Figs. 6 and 7. 
A comparison of the symmetric case (Fig. 6) with a similar 
case in which the same fins are located on one side of the duct 
(Fig. 7) shows that the flow patterns are disturbed more by the 
former configuration. The point at which the maximum 
velocity occurs in Fig. 7 is still near the point where the three 
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Fig. 7 Calculated velocity contours for finned equilateral triangular 
duct with h = 0.831 cm and t = 0.317 cm, with all fins located on one side 
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Fig. 8 Presentation of friction factor versus Reynolds number for 
various finned duct geometries for triangular duct with a = 38.8 deg 

bisectors meet. In contrast, locating fins on three different 
sides generates velocity contours with several near-maximum 
points. This leads to a higher velocity gradient and conse
quently a larger friction factor when compared to the case 
where all three fins are located on the same side. 

Isosceles Cross Section. Experimental results for the 
finned isosceles triangular duct with apex angle 38.8 deg were 
also obtained for the same four finned geometries as in the 
case of equilateral duct. The dimensions of the duct and the 
fins are given in Table 1. The least-squares fits through the 
data for all four finned cases are shown in Fig. 8. For the fins 
corresponding to cases 7 and 9 in Table 1, experimental data 
are in excellent agreement with numerically predicted value of 
CL for the laminar regime. Also, a curve fit of the type 
/•Re0-25 = CT resulted in reasonable agreement with data in the 
turbulent regime. However as seen in Fig. 8, for the fins with 
greatest width (cases 8 and 10), not all the laminar experimen
tal data fell on the numerically predicted values of CL = 82.9 
and 138.7. It seems that transition from laminar to turbulent 
flow occurs at approximately Re > 900 for cases 8 and 10 with 
wider fins. It should be remarked that in the present work, the 
transition from laminar to turbulent flow for all cases oc
curred in the range 1900 < Re < 3200, except for cases 8 and 
10. 

It is also interesting to note that for the laminar case with 
the largest size fin, the friction factor is about 16 percent lower 
for the isosceles cross section as compared to the correspond
ing equilateral case. For the turbulent case the two differ by 
19 percent. As in the case of equilateral geometry, the fin 
height appears to be a more dominant parameter in the 
laminar regime. For example, doubling the height from 0.415 
cm to 0.831 cm (cases 7 and 9) resulted in roughly a 50 percent 
increase in the value of CL, In contrast the variation of width 
from 0.317 cm to 0.635 cm (cases 7 and 8), resulted in only 13 
percent increase in the value of CL. 

A Correlation for the Laminar Friction Factor for Finned 
Equilateral Geometry. The next step during the investigation 
was to determine a correlation between the laminar friction 
factor and other nondimensional parameters that govern it. In 
the present case, the application of the Buckingham Pi 
theorem resulted in the following relationship between 
laminar friction factor/, the apex angle a, and the nondimen
sional thickness and height 

f>Re = G(t/dH,h/dH,a) (7) 

The following correlation was obtained from experimental 
data for laminar flow in finned equilateral cross section 

f'Re=A0 + B0(t/d„) (8) 

where A0 and B0, using a quadratic fit to the data, are given 
by the following expressions [22] 

A0 = 53.3 + 214.6 (h/dH) - 138.2 (h/dHf (9) 

B0 = 575.3 (h/dH)+ 1883.7 (h/dH)2 (10) 

Conclusions 

Some of the prominent conclusions of this study can be 
summarized as follows: 

1 The hydraulic-diameter rule for calculating friction fac
tors for finned triangular ducts apparently produces a large er
ror for both laminar and turbulent flows, especially for the 
thicker and longer fins. The equilateral duct has much smaller 
scatter of friction factor data compared to the isosceles duct. 

2 In the laminar regime, the experimental data for most 
finned geometries were in excellent agreement with numerical 
results, well within the uncertainties of experimental data. 

3 The theoretically determined correlation f=CL/Re, with 
CL ranging from 53.2 for the smooth duct to 165.3 for the 
finned duct geometries, provided a good fit to the laminar 
data. The only exceptions were the isosceles triangular duct 
cases 8 and 10. For these cases, apparently the transition to 
turbulent flow occurs at lower Reynolds numbers. 

4 For the turbulent cases, the friction factor data were well 
represented by the relationship/= CT Re -0-25 , with CT rang
ing from 0.305 (for smooth triangular ducts) to 0.720 for the 
largest finned triangular duct. The only exception was for the 
equilateral triangular duct with all the three fins located on the 
same side. For this case, the above correlation is a poor 
representation of the turbulent data. 

5 It is interesting to note that locating all three fins on the 
same side of an equilateral triangle resulted in lower values of 
friction factor, as compared to the case where all three fins of 
same size are located on three different sides. 

6 To illustrate the effect of the fin size on the laminar fric
tion factor for a duct with equilateral triangular cross section, 
a nondimensional correlation between the laminar coefficient 
{CL =/»Re) and height and thickness ratios of the fins was ob
tained. Although the range of validity of this correlation is 
limited to the range of parameters covered in this study, it is 
hoped that due to its nondimensional nature, it may still be 
valid for other finned equilateral triangular duct cases not 
considered in the present study. 

Acknowledgments 

The authors wish to acknowledge the financial support of 

Journal of Heat Transfer AUGUST 1986, Vol. 108/511 

Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



the Mechanical Engineering Department and Old Dominion 
Research Foundation in carrying out this research project. 

References 

1 Nikuradse, J., "Investigation of Turbulent Flow in Tubes of Non-circular 
Cross-Section," Engineering Archive (Ingen. Arch.), Vol. 1, 1930, pp. 
306-332. 

2 Eckert, E. R. G., and Irvine, T. F., "Flow in Corners of Passages With 
Noncircular Cross-Sections," Trans, of ASME, Vol. 78, 1956, pp. 709-718. 

3 Eckert, E. R. G., and Irvine, T. F., Jr., "Simultaneous Turbulent and 
Laminar Flow in Ducts With Noncircular Cross-Sections," Journal of the 
Aeronautical Sciences, Vol. 22, 1955, pp. 65-66. 

4 Leonhardt, W. J., "Experimental Friction Factors for Fully Developed 
Flow of Dilute Aqueous Polyethylene-Oxide Solutions in Smooth Wall 
Triangular Ducts," in: Heat and Mass Transfer Sourcebook: Fifth All-Union 
Conference, Minsk, 1976, M.A. Styrikovich et al., eds., Wiley, New York, 
1977. 

5 Shah, R. K., and London, A. L., Laminar Flow Forced Convection in 
Ducts, Academic Press, New York, 1978, pp. 227-232. 

6 Aly, A. M. M., Trupp, A. C , and Gerrard, A. D., "Measurements and 
Prediction of Fully Developed Turbulent Flow in an Equilateral Triangular 
Duct," Journal of Fluid Mechanics, Vol. 85, Part I, Mar. 1978, pp. 57-83. 

7 Gosman, A. D., and Rapley, C. W., "A Prediction Method for Fully 
Developed Flow Through Noncircular Passages," Royal Society Proceedings, 
Vol. 116, 1969, pp. 271-285. 

8 Bergles, A. E., Webb, R. L., Junkhan, G. H., and Jensen, M. K., 
"Bibliography on Augmentation of Convective Heat and Mass Transfer," 
Report HTL-19, ISU-ERI-AMES-79206, Iowa State University, May 1979. 

9 Bergles, A. E., Brown, G. S., Jr., and Snider, W. D., "Heat Transfer Per
formance of Internally Finned Tubes," ASME Paper No. 71-HT-31. 

10 Hilding, W. E., and Coogen, C. H., Jr., Heat Transfer and Pressure Loss 
Measurements in Internally Finned Tubes, Symposium on Air-Cooled Heat Ex
changers, ASME, New York, Feb. 1964, pp. 57-85. 

11 Hu, M. H., and Chang, Y. P., "Optimization of Finned Tubes for Heat 
Transfer in Laminar Flow," ASME JOURNAL OF HEAT TRANSFER, Vol. 95,1973, 
pp. 332-338. 

12 Chen, D. T. W., "Flow and Heat Transfer in Internally Finned Tubes of 
Non-circular Cross-Section," Ph.D. Thesis, University of New York at Buffalo, 
1973. 

13 Date, A. W., "Prediction of Fully Developed Flow in a Tube Containing a 
Twisted-Tape," International Journal of Heat and Mass Transfer, Vol. 17, 
1974, pp. 845-859. 

14 Aggarwala, B. D., and Gangal, M. K., "Heat Transfer in Rectangular 
Ducts With Fins From Opposite Walls," Journal of Applied Mathematics and 
Mechanics (ZAMM), Vol. 56, 1976, pp. 253-266. 

15 Gangal, M. K., and Aggarwala, B. D., "Combined Free and Forced 
Laminar Flow in Internally Finned Squate Ducts," Journal of Applied 
Mathematics and Physics (ZAMP), Vol. 28, 1977, pp. 86-96. 

16 Nabdajynarm, J., and Masliyah, J. H., "Fully Developed Viscous Flow in 
Internally Finned Tubes," ChemicalEngineering Journal (Lousanne), Vol. 10, 
1975, pp. 113-120. 

17 Masliyah, J. H., and Nandakumar, K., "Heat Transfer in Internally 
Finned Tubes," ASME JOURNAL OF HEAT TRANSFER, Vol. 98, 1975, pp. 
257-261. 

18 Patankar, S. V., Ivanovic, M., and Sparrow, E. M., "Analysis of Tur
bulent Flow and Heat Transfer in Internally Finned Tubes and Annuli," ASME 
JOURNAL OF HEAT TRANSFER, Vol. 101, 1979, pp. 29-37. 

19 Soliman, H. M., Chau, T. S., and Trupp, A. C , "Analysis of Laminar 
Heat Transfer in Internally Finned Tubes With Uniform Outside Wall 
Temperature," ASME JOURNAL OF HEAT TRANSFER, Vol. 102, 1980, pp. 

598-604. 
20 Scott, M. J., and Webb, R. L., "Analytical Prediction of the Friction Fac

tor for Turbulent Flow in Internally Finned Channels," ASME JOURNAL OF 
HEAT TRANSFER, Vol. 103, 1981, pp. 423-428. 

21 Prakash, C , and Patankar, S. V., "Combined Free and Forced Convec
tion in Vertical Tubes With Radial Internal Fins," ASME JOURNAL OF HEAT 
TRANSFER, Vol. 103, 1981, pp. 566-572. 

22 Chegini, H., "An Experimental and Analytical Investigation of Friction 
Factors for Fully Developed Flow in Internally Finned Triangular Ducts," M.S. 
Thesis, Old Dominion University, Norfolk, VA, 1984. 

23 Kays, W. M., and Crawford, M. E., Convective Heat and Mass Transfer, 
McGraw-Hill, New York, 1981. 

24 Fox, R. W., and McDonald, A. T., Introduction to Fluid Mechanics, 
Wiley, New York, 1978. 

25 Tuve, G. L., and Sprenkle, R. E., "Orifice Discharge Coefficients for 
Viscous Liquids," Instruments, Vol. 6, 1933, pp. 201-205. 

26 Nogotov, E. F., Application of Numerical Heat Transfer, Hemisphere, 
Washington, D.C., 1978. 

27 Carlson, L. W., and Irvine, T. F., "Fully Developed Pressure Drop in 
Triangular Shaped Ducts," ASME JOURNAL OF HEAT TRANSFER, Vol. 84, 1961, 
pp. 441-444. 

512/Vol. 108, AUGUST 1986 Transactions of the ASME 

Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



D. Gedeon 
Principal, Gedeon Associates, 

Athens, OH 45701 

Mean-Parameter Modeling of 
Oscillating Flow 
After looking at the exact solution for laminar incompressible oscillating flow be
tween parallel plates with a longitudinal temperature gradient, the momentum and 
energy equations are recast in terms of mean (section average) velocity and 
temperature. It is shown that fluid shear stress and normal temperature gradient at 
the wall are amplified and phase shifted compared to the steady-flow case and some 
practical equations for friction factor and Nusselt number are given. However, the 
mean-parameter solution differs from the exact solution in regard to net advected 
energy, thereby prompting the introduction of an apparent enhanced fluid conduc
tivity to account for the difference. 

There are important differences between steady and 
oscillating flow. Recent papers [1-4] have appeared which 
cover the subjects of thermal and mass diffusion in oscillating 
flow. Compared to steady flow, oscillating flow can produce 
large enhancements of apparent diffusion. These 
enhancements are due to the interaction of the bulk fluid flow 
and the boundary layer. 

This paper examines the energy and momentum equations 
of oscillating flow from the point of view of someone needing 
heat transfer and pressure drop correlations to insert into a 
one-dimensional computational model. In a one-dimensional 
model, fluid parameters are averaged in the cross section nor
mal to the principal flow direction and the fluid-dynamic 
equations expressed in terms of these mean parameters. 
Steady flow heat exchangers, for example, are often suc
cessfully treated as one-dimensional problems thanks to a 
wealth of steady-flow literature which correlates heat transfer 
and pressure drop in terms of section-averaged flow 
parameters. This paper shows that it is also possible to treat 
oscillating flow as a one-dimensional problem by extending 
the usual definitions of Nusselt number and friction factor 
and modifying the usual one-dimensional energy and momen
tum equations. 

Definition of Problem 

To simplify the analysis as much as possible, attention is 
restricted to incompressible flow oscillating sinusoidally be
tween parallel plates. Fluid flow is assumed laminar and 
parallel; velocity is in the x-coordinate direction only and 
varies only in the ̂ -coordinate direction normal to the plate 
faces. Velocity and temperature do not depend on the z direc
tion, which is therefore ignored in the analysis. Figure 1 shows 
the coordinate system. Parallel flow implies that entrance ef
fects are negligible, which is a fair approximation to reality 
when the flow oscillation amplitude and the plate separation 
are both small compared to the plate length. The time-
averaged temperature profile of both the fluid and plates is 
assumed linear in x which will give rise to important results 
regarding fluid-to-wall heat transfer and advected energy in 
the x direction. 

Parallel plates were chosen instead of circular tubes because 
the flow solutions involve exponential functions rather than 
Bessel functions. Exponential functions are easier to deal with 
and the fundamental results for parallel plates are likely to be 
similar to those for tubes. 

Momentum Equation 

The Navier-Stokes equations for an incompressible fluid 
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1985. 

are given by Schlichting [5]. When simplified to the case of 
parallel flow the momentum equation becomes 

U„-Ut/v = Px/{vp) (1) 

Partial derivatives are denoted by subscripts in equation 
(1). Introducing the dimensionless variables £ = (x/a), -q = 
iy/a), T = (W). and the Womersley number a = aVai/p, 
equation (1) becomes 

U„-c?UT = o?P(/(pau) (2) 

For the case where Pj is sinusoidal in time with angular fre
quency 0), the solution of equation (2) can be written in the 
form (see Kurzweg [3]) 

U= C/oReaK/dOe") (3) 

where U0 is the center line velocity amplitude and / is a 
complex-valued function given by 

cosh (Arf)-cosh (A/2) 
/ = - (4) 

1-cosh (A/2) 

Equation (4) can be readily simplified for the cases of small 
and large a. For small \z I, cosh (z) can be approximated as 

c o s h ( z ) = l + r 7 2 (5) 

which when applied to equation (4) results in the 
approximation 

/ = i - V ; « < < i (6) 
giving the familiar parabolic velocity profile for steady flow. 
For large \z I (Real(z)>0), cosh (z) can be approximated as 

cosh (Z)~-T- ez (7) 

which when applied to equation (4) results in the 
approximation 

f~\-e-Mm-n)-t ( v > > l a n d 7 ) > 0 (8) 

showing that the velocity distribution tends to slug flow except 
for a thin boundary layer at the wall. For i) < 0 the fact tha t / i s 
an even function of JJ can be used to evaluate / . 

Energy Equation 

Once the velocity distribution is solved, the fluid energy 

/ / ////sr////// 
Fluid 

' ' / / / / # / / " 

- y - 0 

• y = - a / 2 

Fig. 1 Coordinate system used for analysis of parallel plate flow show
ing indication of velocity profile 
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(10) 

equation can be used to solve for the temperature distribution. 
Again, the derivation for the energy equation in incompressi
ble flow can be found in Schlichting [5]. For the parallel flow 
problem at hand, simplification is possible and the resulting 
energy equation is 

Tt + VTX = K(T„+T„) (9) 

The viscous dissipation term vUj has been neglected in 
equation (9) which limits applicability of this analysis to prob
lems where viscous heating of the fluid is small compared to 
advected energy (cUTx). Since Uis known and Tx is assumed 
constant, an approximation e to the ratio of viscous heating 
and advected energy can be found. For the case a > > 1 of 
interest 

e^avU0/(2c\Tx\a
z) 

For equation (9) to be valid, e must be small. 
Expressed in terms of dimensionless variables £, ij, 

equation (9) can be written 

TT + U/(aoi)Ti = (7« + r „ ) / ( a 2 Pr ) 

The general solution to equation (11) is not needed; a 
restricted solution which applies to linear time-averaged 
longitudinal temperature distributions suffices for the prob
lem at hand (see Kurzweg [3]) 

r / r 0 = 7 t S + Real(g(»?)e-)] (12) 

where T0 is a normalization temperature, 7 is a real constant, 
and g is a complex function given by (Pr;* 1): 

[ C Pr 

———Tcosh (-JPrAr,)- ——^-^cosh (Av) 
( 1 - F 

and 

(11) 

-Pr) ( 1 - P r ) 

-cosh 

where 

(A/2)] 

C = 

R 

k / > i [ i -

[0 cosh (A/2) 

if 
-cosh (,4/2)] 

-fVPrsinh (A/2)] 

(13) 

(14) 

(15) 
[a cosh (VPr^/2) + sinh (yfPrA/2)] 

In other words the fluid temperature distribution is the sum of 
a linear time-independent term and a time-varying term which 
is a function of distance from the wall. The function g at 
P r= 1 can be obtained by taking the limit of equation (13) as 
Pr approaches 1. 

Displacement 

dT 
ax 

Fluid Displacement 
Profile 

Time-

Fluid Temperature 
Profile 

Fig. 2 Displacement and temperature profiles of exact solution at 
equally spaced time intervals: a = 10, a = 00, Pr = 0.7, f = 1 

Equation (11) applies to the solid as well if the advection 
term is set to zero and solid properties are substituted. The 
temperature solution (12) is also valid for the solid if g is 
replaced by gs given by 

^Ue-toVw^Oi-"2)1 (16) 

where 

D=-
-B 

( 1 - P r ) 
[cosh (A/2)-C cosh (VPr.4/2)] (17) 

Plot of Exact Solution 

Figure 2 shows an exact solution for the fluid displacement 
and temperature profiles at ten equally spaced time intervals 
over the course of one period. In both plots, the closely spaced 
parallel line segments represent the plates (y = ±a/2) at x=0. 
In the upper plot, the curves show the displacement function 
(integral of U) for the fluid; the curves are successive positions 
of a tracer line moving with the fluid. The bottom plot shows 
the temperature distribution at x=0. There is a uniform 
temperature gradient in the direction of displacement. The 

N o m e n c l a t u r e 

a = plate spacing, m 
A = vTa 
B = constant; see equation (14) 
c = fluid specific heat, J/kgK 

cs = solid specific heat, J/kgK 
C — constant; see equation (15) 
d = 2a = hydraulic diameter, m 

D = constant; see equation (17) 
/ = fluid velocity profile function; see equation (4) 
F = generalized friction factor; see equation (25) 
g = fluid temperature profile function; see equation 

(13) 
gs = solid temperature profile function; see equation 

(16) 
G = constant; see equation (58) 
h = pcUT= advected energy per unit area, exact 

solution, W/m2 

hb = pc{U)(T)= advected energy per unit area, 
mean solution, W/m2 

hc = pc{ U) Tc = advected energy per unit area, 
steady-flow comparison solution, W/m2 

H = generalized film coefficient; see equation (35), 
W/m2K 

k = fluid conductivity, W/mK 
ks = solid conductivity, W/mK 

Nu = generalized Nusselt number; see equation (33) 
P = pressure, N/m 2 

Pr = V/K = Prandtl number 
q = —kTx = fluid heat conduction per unit area, 

W/m2 

r = apparent conductivity enhancement factor 
S = wall shear factor; see equation (23) 
t = time, s 

T = temperature, K 
Tc = temperature for mean-parameter solution using 

steady flow Nusselt number, K 
T0 = normalization temperature, K 
U = fluid velocity, m/s 

U0 = fluid velocity amplitude at y = 0, m/s 
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temperature gradient in the y direction varies with time and 
position and sometimes even changes sign several times within 
the gap. It is the heat conduction driven by they component of 
the temperature gradient which interacts with the fluid 
displacement profile to give a net advection of energy over the 
course of a cycle. 

Equivalent Mean-Parameter Formulation 

Mean-parameter forms of the oscillating-flow momentum 
and energy equations are now derived by taking section 
averages of the exact equations. In effect, the dependence on 
the y coordinate is removed, leaving one-dimensional equa
tions involving mean flow parameters <£/> and (T). The 
known exact solutions are then used to express wall shear 
stress and normal temperature gradient as functions of 
Womersley number. A comparison with steady-flow wall 
shear stress and normal temperature gradient is realized by 
taking the limit as Womersley number approaches zero. 

Integrating the momentum equation (1) with respect to ?? 
between the wall limits (denoted by <>) and observing that 
(Uyy) = {2/a)Uy(a/2) and that Px is independent of y, the 
following mean-parameter momentum equation is obtained 

p(Ut)= -Px + {2pv/a)Uy(a/2) (18) 

The second term on the right of equation (18) is the instan
taneous force per unit volume due to wall shear stress. Using 
equation (3), it is possible to express <£/> as 

<£/> = [/„ Real «/>e'v) (19) 

Similarly, <t/T> can be expressed as 

<[ / T >=- t / 0 Imag«/>e '0 (20) 

and Uy{a/2) as 

U, {a/2) = (C/0/fl)Real(/'(l/2)e,v) (21) 

Using equations (19) and (20), it is easy to verify that equation 
(21) can be written 

Uy(a/2) = - (l/a)[< t/>Real(S) + < l/T>Imag(S)] (22) 

where 

-/'(1/2) 
S = -

(f> 
(23) 

A restricted form of the mean-parameter momentum equa
tion, valid for sinusoidally oscillating mean flow velocity < [/>, 

is obtained by substituting equation (22) (with < UT > replaced 
with <£/,>/w) into equation (18) and simplifying 

[p + (2p/a2)Imag(S)]<£/,> 

= -Px~ {2pv/a2)Real{S)( U) (24) 

It is perhaps expected that the real part of S should appear in 
the right side of equation (24) in the wall stress term. More 
striking is the imaginary part of S in the bracketed quantity on 
the left side which plays the role of a modified density. 

For those who prefer to see the momentum equation in 
terms of a conventional friction factor, define F by 

F= \16v/<U)d\S (25) 

where d=2a is the hydraulic diameter. Using equation (25), it 
is easy to verify that equation (24) can be written 

[p ±plmag{F) < £/> /(2cw/)] < U, > 

= - Px =F Real(F)p < U) 2/{2d) (26) 

In equation (26) the upper signs are taken for < U) positive and 
the lower signs for <[/> negative. It turns out that in the limit 
as a approaches zero, F reduces to the usual steady-flow fric
tion factor and the second term on the left of equation (26) 
vanishes since Imag(S) approaches zero. Either equation (24) 
or (26) can be used as practical working equations for solution 
of engineering problems such as, for example, predicting 
pressure gradient Px in terms of a known sinusoidally 
oscillating mean velocity < U). 

The energy equation (9) can also be integrated with respect 
to t] between the wall limits in order to obtain the following 
mean-parameter energy equation 

pc(Tl}+pc<.U>Tx = {2k/a) Ty {a/2) (27) 

The term on the right side of equation (27) is the total heat flux 
per unit volume into the fluid from both walls. Defining the 
difference between mean fluid temperature and deep wall 
temperature as 

8=<T)-yitT0 (28) 

and using equation (12) it follows that 

6 = yT0 Real«g>e'0 (29) 

and 

0 r = - 7 r o I m a g « g > e ' O (30) 

Also, directly from equation (12) 

Ty(a/2) = (7r0/a)Real(g'(l/2)e'v) (31) 

Nomenclature (cont.) 

W = 

x = 
y = 
a = 
7 = 
5 = 

6 = 

f = 
1\ = 
8 = 

v = 
€ = 
p = 

ps = 
a = 
T = 

pumping dissipation per unit volume; see equa
tion (42), W/m3 

coordinate in flow direction, m 
coordinate normal to plate faces, m 
avWy = Womersley number 
(a/7,

0)7'x = dimensionless temperature gradient 
{U0/w) l</> I = tidal amplitude of mean flow, 
m 
small parameter; see equation (10) 
8/a = dimensionless tidal amplitude 
y/a = dimensionless y coordinate 
mean fluid to deep-wall temperature difference; 
see equation (32) 
k/{pc) = fluid thermal diffusivity, m2 /s 
ks/{pscs) = solid thermal diffusivity, m2 /s 
fluid kinematic viscosity, m2 /s 
x/a = dimensionless x coordinate 
fluid density, kg/m3 

solid density, kg/m3 

V{ksPscs)/{kpc) 
iiit = dimensionless time coordinate 

a) = angular frequency, rad/s 
< > = section average: 

• 1/2 

fdv 
1/2 

r 1 

time average over one period: 
I f 2 i 

' = derivative of a single-variable function: 
f'{r,) = df/dr, 

Subscripts 
x,y,t,rj,^,T = denote partial differentiation: Ut = dU/dt, etc. 

The following operations are defined on a complex number 
z = a + bi: 

Real(z) = a 
Imag(z) = b 

z* = a-bj 
\z\ = 4zz* 
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Using equations (29) and (30) it is possible to express Ty (a/2) 
in terms of 6 and dT in a manner analogous to the way Uy was 
written in terms of <t/> and <t/T> in the mean-parameter 
momentum equation 

Ty (a/2) = - [0Real(Nu) + 0TImag(Nu)]/(2a) (32) 

where 

-2*'(l /2) 

10 

Nu = -
<£> 

(33) 

A restricted form of the mean-parameter energy equa
tion-valid for sinusoidally oscillating mean flow velocity 
<[/> and linear time-averaged longitudinal temperature 
distributions < T) - is obtained by substituting equation (32) 
into equation (27) and simplifying 

[pc+ (4/d)lmag(H)/o>KT,> 

+ pc{ U>TX=- (4/d)Rea\(H)6 (34) 

where 

H = (k/d)Nu (35) 

H is understood as a generalized heat transfer film coefficient 
where Nu plays the role of a generalized Nusselt number. The 
factor (4/rf) in equation (34) is the wetted surface area per unit 
volume which is expressed in terms of hydraulic diameter d 
rather than the plate spacing a so that the equation can be ap
plied universally. 

It should be emphasized that the restrictions of sinusoidally 
oscillating mean flow velocity and linear time-averaged 
longitudinal temperature distribution are critical in the deriva
tion of equation (34). It is beyond the scope of this paper to 
formulate a generalized Nusselt number for the case of 
nonlinear longitudinal temperature distribution. 

The mean-parameter momentum and energy equations for 
oscillating flow are similar to their steady flow counterparts 
yet fundamentally different. In steady flow, the wall shear 
stress is proportional to the mean velocity and the normal 
temperature gradient is proportional to the mean temperature 
difference. In the oscillating flow situation the constants of 
proportionality are complex. That is, there is a phase shift be
tween shear stress and mean velocity and between normal 
temperature gradient and mean temperature difference. 

The quantities S and Nu defined by equations (23) and (33) 
can be simplified for the cases of small and large a. Using the 
approximating equations (6) and (8) for / , S can be written 

S = 6 a < < l 

S=(V2 + V2/')a/2; a > > l 

(36) 

(37) 

Nu is more complicated to approximate since g is not as simple 
a s / . In fact, g depends on C (equation (15)) which is a func
tion of Pr and a. It follows that Nu depends on the solid as 
well as fluid properties. Clearly, for an insulating wall (cr = 0) 
the normal fluid temperature gradient at the wall vanishes and 
therefore the generalized Nusselt number Nu vanishes. Using 
the defining equations (13)-(15) for g and a good deal of 
simplification, a few nontrivial approximations to Nu have 
been worked out 

Nu = 10; a < < l , <T>>1 (38) 

a (VPr — Pr) 
N u = - - (V2 + V2 i)a; a » l (39) 

(ff+1) ( 1 - P r ) 

Of interest are the limiting cases for small a and large a of S 
and Nu denoted S0 and Nu0. From equations (36) and (38) 

(40) 

and 

S0 = lim S = 6 
a - 0 

Nun = lim Nu=10 (41) 

0.1 

- 1 — 1 — 1 1 1 1 11 1 1 1—!~ 

A+Bi = S/S0 

C = a / ( 6 v ^ ) 

100 

Fig. 3 Ratio of osci!lating-f low shear stress at wall to steady flow shear 
stress at wall as a function of Womersley number a. Curve A is also the 
ratio of pumping power dissipation between the exact solution and a 
solution using the steady-flow friction factor. Curve C is the large a 
asymptote. 

10 r 1 
: A+Bi 
-C + Di = 
• E+Fi = 

C=l 
" <r = 00 

~ 

-

1 1 1 

= N/N0 

N/N 0 

N/N 0 

1 111 | 1 

Pr = 10.0 
Pr=0.7 
Pr =0.02 

A " V C / / 

/ / 
B D 

' 1 b. 

y\ J? 

—-^E/ 

F 

1 

-

-

-

I 10 100 1000 

Nu0 is the Nusselt number for steady laminar flow between 

Fig. 4 Ratio of oscillating-flow normal temperature gradient at wall to 
steady flow normal temperature gradient at wall as a function of 
Womersley number a. In all cases a =00, which is approached when 
solid conductivity is much larger than fluid conductivity. 

parallel plates under conditions of uniform heat flux and when 
the film coefficient is defined in terms of section-average 
temperature rather than bulk (velocity-weighted section 
average) temperature [6]. When S0 is substituted for S in equa
tion (25), F reduces to the familiar friction factor for steady 
laminar flow between parallel plates [7]. 

For values of a and a not covered in equations (38) through 
(41) one can resort to the defining equations (4) and (13) f o r / 
and g in order to calculate S and Nu. Alternatively, one can 
read S and Nu directly from the following graphs, at least in 
some cases. Figures 3 and 4 plot the real and imaginary parts 
of S/S0 and Nu/Nu0 against a. For simplicity, Fig. 4 con
siders only the case of a =00 in which case the wall 
temperature is constant in time (T=y£T0; l?j I > 1/2). 

A useful engineering question is: What is the ratio of pump
ing power dissipation between a solution using the exact fric
tion factor and a solution using the steady-flow friction fac
tor? Based on the force balance shown in Fig. 5, the instan
taneous rate of work per unit volume done on a volume ele
ment is 

W=-UPx+(up)(UyU)y (42) 

To find the average of W in both t and y, first integrate W 
with respect to y between the wall limits and note that the last 
term on the right of equation (42) drops out because UyU is 
zero at the walls. Denoting time average with ( ) brackets and 
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recalling that < > brackets denote section average, it follows 
that 

<V/0> Uy<y»dy> U<y*dy> 

(43) KfV» = -l<UPx>} 

Since Px is independent of y 

[<W>} = -{PX<U» (44) 

Solving the mean-parameter momentum equation (24) for Px 

and substituting into equation (44) gives 

[ < W)) = ((2/oj'/fl2)Real(5)< U)2 

+ [p + (2p/a2)Imag(S)] <[/,><[/>) (45) 

Since Ut and [/are orthogonal, the second term on the right of 
equation (45) drops out, leaving the final expression for 
average pumping dissipation per unit volume 

( < W) } = (2pv/a2)Real(S) ( < C/> 2) (46) 

For a solution using the steady-flow friction factor, a similar 
analysis would show that average pumping dissipation per unit 
volume would be given by 

{< W0 > ) = (2p„/a2)Real(S0) {< [/>2) (47) 

where S0 is the steady-flow wall shear factor given by equation 
(40). Therefore, the ratio of pumping power dissipation be
tween the exact solution and a solution using the steady-flow 
friction factor is 

[ < W>} / {< W0 >) = Real(S/S0) (48) 

which is plotted in Curve A of Fig. 3. 

Advected Energy of Mean-Parameter and Exact 
Solution 

When the oscillating-flow solutions of the exact momentum 
and energy equations (1) and (9) are compared to the solutions 
of the mean-parameter equations (18) and (27), they are found 
to be similar in most, but not all, respects. The section 
averages of fluid variables such as [/and Tare of course iden
tical. Furthermore, the average pumping dissipation for the 
exact solution turns out to be the same as the average pumping 
dissipation for the mean-parameter solution, as shown by in
spection of equations (43) and (44). This result, which might 
seem trivial at first, is seen, upon closer examination, to be 
due to the fact that Px is independent of y. Fate has not been 
so kind in the case of advected energy. 

The advected energy through any plane normal to the x 
direction is proportional to the product of U and T evaluated 
at the plane. Since [/and Tare both functions of y, it does not 
follow that the section average of advected energy for the ex
act solution equals the advected energy for the mean-
parameter solution. In fact, it will be seen that in the case of 
insulating walls, where there is no net advected energy over a 
cycle in the mean-parameter solution, there can nonetheless be 
a large net advected energy in the exact solution. This 
phenomenon was pointed out previously [1-3]. 

The average over y and t of advected energy per unit area in 
the exact oscillating-flow solution is 

{{h))=pc{{TU)} (49) 

Substituting for U using equation (3), T using equation (12), 
and switching the order of integration gives 

{<h>)= (pcyT0U0)< IRealtee'v)Real(/e"-)) > (50) 

Equation (50) can be further simplified by borrowing a result 
from complex analysis which states that for any complex 
numbers A and B 

(ReaI(^e'T)Real(Be'v)) = 
Real(,AB*) 

(51) 

where * denotes the complex conjugate. Applying equation 
(51) to equation (50) gives 

U P<x*dx> 

<!//>> U y ( y ) U ( y ) 

Fig. 5 Rates of work per unit time done on a fluid element by various 
forces 

( < ^ > ) = ( p c 7 r 0 [ / 0 / 2 ) R e a I « g r » (52) 

It is convenient to normalize advected energy by the energy 
flux per unit area due to simple conduction 

q=-kTx=-kyT0/a (53) 

Dividing equation (52) by (53) and simplifying gives 

[</*>)/<7 = 
a2Prf 

2l</>! 
Rea l ( -<gf » (54) 

Similarly, the time average for advected energy in the mean-
parameter oscillating-flow solution is 

{hb)=pc[<THU» (55) 

Substituting for T and U and simplifying as above gives 

[hb)/q = 
a2Prf 

Real(- (g)<J* » (56) 
2l</> 

Since igf) is not generally equal to ig){f), equations (54) 
and (56) are not equivalent. 

For comparison purposes it will also be useful to consider 
the time average for advected energy which results from the 
solution of the mean-parameter oscillating-flow energy equa
tion (34) where the film coefficient H is based on the steady-
flow Nusselt number Nu0 instead of the generalized Nusselt 
number Nu. Denoting this solution by Tc it follows that 

{hc}=pc{Tc(U)\ (57) 

Assuming there is a complex constant G so that Tc is of the 
form 

7V:To=7[S + Real(Ge")] 

it follows that 

a2Prf 
( f t c ) / g = „ , * R e a l ( - G ( / * » 

(58) 

(59) 
2I</>I 

and G satisfies the equation 

iG + f = - Nu0/(a2Pr)G (60) 

Solving equation (60) for G and substituting into equation (59) 
gives the exact solution 

Nu0a4Pr2f2 

[hc}/q = - (61) 
2(Nu2, + a4Pr2) 

Approximations for {hb\/q and ((h) }/q have been worked 
out for the case of large a 

{<h)}/q~{hb}/q + 

2 (a+1) ( 1 - P r ) 

V2 ( 1 - ^ ) 
2 ( 1 - P r 2 ) 

(CT + VPT) 
Praf2; a > > l (63) 

(<7+l) 
Figure 6 shows time-averaged normalized advected energies 

{{h)}/q, {hb}/q, and \hc\/q plotted against a. The plot is 
restricted to the case <r=oo, Pr = 0.7, and dimensionless tidal 
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Fig. 6 Time-average advected energy/conduction for the exact solution 
(curve A), the mean-parameter solution using the generalized Nusselt 
number Nu (curve B), and the mean-parameter solution using the steady 
flow Nusselt number Nu0 solution (curve C): a = oo, Pr = 0.7, f = 1 

amplitude f = 1. All normalized advected energies are propor
tional to t2 so it is a simple matter to obtain advected energies 
for other values of f. For other values of a and Pr, however, 
there seems to be no short cut to the truth apart from the ap
proximations already mentioned above: One is forced to use 
the defining equations (4) and (13) for /and g in order to com
pute advected energies. 

It is seen in Fig. 6 that the exact and mean-parameter 
advected energies tend toward infinity for increasing 
Womersley number while the advected energy for the com
parison solution levels off. In fact, for large a, [hc \/q is seen 
to approach Nu0 /2. However, below cc~ 10 (depending on a 
and Pr) the steady-flow comparison solution is a reasonable 
approximation. The reason for the divergence of the exact ver
sus comparison solution can be traced to the divergence in 
Nusselt number ratio Nu/Nu0 shown in Fig. 4. 

The mean-parameter solution can be made equivalent to the 
exact solution in all respects if an enhanced fluid conductivity 
is defined to make up for the difference in exact and mean-
parameter advected energies {{h)\ and {hb\. In fact the ap
parent conductivity enhancement factor is simply 

r = l + - [<A>] [hh (64) 

It should be emphasized that defining an enhanced fluid con
ductivity is only a means to correct the advected energy deficit 
of the mean-parameter solution in a one-dimensional com
putational model; the need for an enhancement over 
molecular conductivity disappears when the exact two-

dimensional energy equation is used. Nonetheless, an en
hanced conductivity might be justified, for example, to cor
relate data from an experimental test rig sensitive only to mean 
parameters. An approximation for r in the case of large a is 
obtained from the difference of equations (62) and (63) 

1 = 
V2 (1-VJPr) (o-fVPr) 
T ( 1 - P r 2 ) (ff+1) 

Praf2; a > > l (65) 

Conclusions 

It has been shown that a mean-parameter formulation is 
possible for the momentum and energy equations of incom
pressible oscillating flow between parallel plates. Moreover, 
the solution of the mean-parameter equations can be made 
equivalent to the exact solution in all respects if an enhanced 
conductivity is defined in order to account for the discrepancy 
in advected energy. 

Mean-parameter equations are likely to be useful for closed-
form analytic, numerical, and experimental work. In 
numerical modeling of oscillating fluid flow, the two-
dimensional computational grid which is required for the ex
act solution can be replaced by a one-dimensional grid. In ex
perimental work, the equations can be used as a framework 
upon which to build empirical correlations. 

Several unanswered questions remain. How does one handle 
oscillating flow that is turbulent, or compressible, or not quite 
sinusoidal, or for which entrance effects are significant or 
longitudinal temperature gradients nonlinear? What about 
flow in tubes or channels or porous matrices? An effort has 
been made to formulate the important equations in this paper 
in sufficiently general terms that they can serve as first approx
imations to these other cases. Thus, hydraulic diameter, 
generalized friction factor and generalized Nusselt number 
have been used. More accurate results should be possible, in at 
least some of the above cases, by modifying only the friction 
factor or Nusselt number in a manner analogous to the way 
laminar steady-flow equations are extended to turbulent flow. 
This is not to suggest that such modifications will be easy; 
significant extensions of idealized oscillating flow theory are 
likely to come only from a combined analytic and experimen
tal effort. 
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Effect of Tip-to-Shroud Clearance 
on Turbulent Heat Transfer From 
a Shrouded, Longitudinal Fin 
Array 
Experiments were performed to determine the response of the heat transfer from a 
longitudinal fin array to the presence of clearance between the fin tips and an adja
cent shroud. During the course of the experiments, the clearance was varied 
parametrically, starting with the no-clearance case; parametric variations of the fin 
height and of the rate of fluid flow through the array were also carried out. Air was 
the working fluid, and the flow was turbulent. The fully developed heat transfer 
coefficients corresponding to the presence and to the absence of clearance were com
pared under the condition of equal air flowrate, and substantial clearance-related 
reductions were found to exist. For clearances equal to 10, 20, and 30 percent of the 
fin height, the heat transfer coefficients were 85, 74, and 64 percent of those for the 
no-clearance case. The ratio of the with-clearance and no-clearance heat transfer 
coefficients was a function only of the clearance-to-fin-height ratio, independent of 
the air flowrate, the fin height, and the fin efficiency model used to evaluate the heat 
transfer coefficients. The presence of clearance slowed the rate of thermal develop
ment in the entrance region. 

Introduction 
Although fins have long served as the primary means of 

enhancement in heat exchange devices, key issues about their 
performance remain to be resolved. The issue to be in
vestigated here will be discussed with the aid of Fig. 1. To in
itiate the discussion, suppose that the surface labeled shroud is 
absent. What remains is a diagram of an array of longitudinal 
fins affixed to a baseplate - a diagram whose variants appear 
in all heat transfer textbooks. The textbook treatments of such 
a fin array neglect the tendency of the longitudinal flow to 
leak out of the interfin spaces into the ambient as it seeks the 
path of least resistance. In practice, to avoid such outleakage, 
which would diminish the rate of heat transfer, a shroud is 
positioned adjacent to the fin tips, as illustrated in Fig. 1. 

A clearance between the fin tips and the shroud is frequently 
encountered in practice, either by design or by chance. For ex
ample, a configuration similar to that of Fig. 1 is employed in 
the cooling of computer components. When a clearance is 
present, the velocity distribution is more complex than for the 
no-clearance case, and similarly for the heat transfer. 

The focus of the present experiments is to determine the 
response of the heat transfer from an array of longitudinal 
fins to the size of the clearance between the fin tips and the 
shroud. Two geometric parameters were varied during the 
course of the experiments: the relative clearance C/H and the 
relative fin height H/W. For each configuration defined by 
C/H and H/W, the rate of fluid flow passing through the ar
ray was varied by a factor of six within the turbulent regime. 
Air was the working fluid in all the experiments. The thermal 
boundary condition was uniform heat input per unit axial 
length and cross-sectionally uniform baseplate temperature. 
Heat was supplied via the baseplate, while the shroud was 
adiabatic. 

In the presentation of results, primary attention will be 
given to the fully developed regime, but illustrative entrance 
region results will be presented showing the thermal response 

to variations of the clearance at a fixed airflow and to varia
tions of the airflow at a fixed clearance. Fully developed heat 
transfer coefficients and Nusselt numbers were evaluated us
ing two models for the fin efficiency, and the response of both 
sets of Nusselt numbers to parametric variations of the 
clearance will be highlighted. As the end result of a correlation 
effort, the ratio of the heat transfer coefficients in the 
presence and in the absence of clearance was found to be a 
unique function of C/H, independent of the airflow rate, the 
relative fin height, and the fin efficiency model. 

From a search of the literature, no prior experimental work 
was found dealing with the effect of the fin tip to shroud 
clearance. Finite-difference solutions, restricted to laminar 
flow, are reported in [1] and [2], respectively, for forced con
vection and for mixed convection. 

Experiments 

Test Section Components and Configurations. To 
facilitate the description of the experimental apparatus, 
reference may be made to Fig. 2, which shows a cross section 
of one of the several test sections used in carrying out the ex
periments. The main components of the test section included 
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Fig. 1 Fin array with a clearance between the fin tips and an adjacent 
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Fig. 2 Cross-sectional view of test section 

an array of parallel longitudinal fins, a baseplate integral with 
the fins, and a shroud which served to confine the airflow. All 
told, eight different test sections were employed, encompass
ing two fin heights and, for each fin height, four different 
clearances between the fin tips and the shroud. 

The fins were made integral with the baseplate to guarantee 
the absence of contact resistance, and the fin/baseplate 
assembly was fabricated from aluminum because of its high 
thermal conductivity, low emissivity, and easy machinability. 
For the fabrication, longitudinal grooves, which served as the 
interfin gaps, were milled into the upper face of a long rec
tangular aluminum bar having premachined external dimen
sions of 3.81 x 5.08 x 50.8 cm (width x height X axial 
length). Special fixtures and techniques were used to ensure 
that warpage did not occur as the successive grooves were cut 
and that the fins were straight and parallel. The fin height pic
tured in Fig. 2 is the larger of the two investigated heights. 
Once the experiments for this fin configuration had been com
pleted, the fin height was reduced to half its initial value by a 
milling operation and additional experiments carried out. 

To accommodate electrical resistance wire which served to 
heat the test section, shallow longitudinal grooves were milled 
into the lower face of the baseplate. The heater wire grooves 
were anodized to provide a thin, electrically insulating layer 
which supplemented the Teflon cladding of the wire as a 
defense against short circuits. 

As seen in Fig. 2, the shroud used to confine the airflow was 

an inverted U-shaped shell which was attached to the outboard 
edges of the baseplate. The shroud material was chosen to 
minimize possible extraneous heat losses from the baseplate 
through the shroud. To this end, closed-pore, extruded 
polystyrene insulation (Styrofoam) was used not only because 
of its low thermal conductivity but also because of its struc
tural stiffness and its capability of being machined to a 
smooth surface finish and to close tolerances. All surfaces of 
the Styrofoam which interfaced with the airflow were covered 
with self-adhering, plasticized contact paper to ensure 
hydrodynamic smoothness. Prior to the application of the 
contact paper, the Styrofoam was sealed to prevent possible 
infiltration. The bonding of the shroud to the baseplate was 
accomplished with silicone rubber adhesive, which also served 
as a sealant. 

A different shroud was used for each of the eight in
vestigated test section configurations. Each shroud was 
fabricated from a long barlike piece of premachined 
Styrofoam. With the aid of a milling machine, a channel was 
cut in the Stryrofoam to a depth equal to the sum of the fin 
height, the tip-to-shroud clearance, and the overlap needed for 
the bonding of the shroud to the baseplate. The width of the 
milled-out channel was identical to that of the baseplate. The 
overall axial length of the shroud was made equal to the com
bined lengths of the test section, the hydrodynamic develop
ment section, and the exit section (situated downstream of the 
test section). 

The assembled test section, as shown in Fig. 2, included five 
fins. The interfin spaces formed four parallel flow passages, 
flanked on either side by a half-width flow passage bounded 
by the outboard fin and the shroud wall. The half-width flow 
passages were used to more closely model an infinite array of 
fins. 

The investigated parametric variations of the tip-to-shroud 
clearance C and of the fin height H may be expressed in 
dimensionless form as 

C/H=0,0.083,0.165,0.336 

H/W=3J5,7.5 

(1) 

(2) 

while the other geometric aspects of the test section are de
fined by: (a) flow passage width W = 0.508 cm, (b) fin 
thickness / = 0.254 cm, (c) thickness of shroud = 0.635 cm, 
(d) thickness of baseplate = 1.27 cm, and (e) axial length of 
test section = 50.8 cm. The clearance C was set with the aid of 
specially machined Teflon spacers placed between the fin tips 
and the shroud during the assembly process. Once the shroud 
had been bonded to the baseplate, the spacers were eased out 
of the clearance gap. 

Heating and Temperature Aspects. As indicated earlier, 
heating of the test section was accomplished by Ohmic dissipa
tion in electrical resistance wire embedded in longitudinal 

A'hL 

B 

C 
CP 
H 
h 

h 
k 
L 

= heat transfer surface area per 
unit axial length and per lane 

= coefficient in Nu versus M 
relation 

= tip-to-shroud clearance 
= specific heat 
= fin height 
= fully developed heat transfer 

coefficient, equation (4) 
= value of h for no-clearance 

case 
= thermal conductivity 
= test section length 

M 

mL 

Nu 

Nu0 

n 

QL 

Re 

= dimensionless mass flowrate 
= mL/WnRir 

= mass flowrate per lane 
= fully developed Nusselt 

number = hJV/kair 

= value of Nu for no-clearance 
case 

= exponent in Nu versus M 
relation 

= heat transfer rate per unit axial 
length and per lane 

= hydraulic-diameter Reynolds 
number 

Tb = bulk temperature 
Tw = baseplate temperature 

/ = fin thickness 
W = width of interfin gap 
x = axial coordinate 
i\ = fin efficiency 
ix = viscosity 

Subscripts 

fd = fully developed 
0 = no clearance 
x = at axial station x 
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grooves uniformly deployed along the bottom of the 
baseplate. The wiring was arranged so that there were three in
dependently controlled circuits. The main heating circuit, the 
wiring for which occupied the central 23 grooves, was flanked 
at either side by a guard heater, each occupying five grooves. 
The guard heaters provided a means to compensate for possi
ble end effects associated with the finiteness of the array. 
Power was supplied by a regulated a-c source which fed a 
separate autotransformer for each heating circuit. The heater 
voltage drops and current flows (measured as shunt voltages) 
were read with a true rms voltmeter. 

The test section was instrumented with 52 thermocouples 
which were deployed in 26 cross sections, with two in each 
cross section. The thermocouple installation in a typical in
strumented cross section is illustrated in Fig. 2. As seen there, 
the thermocouples were brought in from the sides, and the 
lead wires were laid along the dashed lines, which were ex
pected to be (and actually were) isothermal. In any in
strumented cross section, the thermocouple junctions were 
positioned either at points 1 and 3 or at points 2 and 4, with 
the 1/3 and 2/4 positioning alternating in successive cross sec
tions. The thermocouples were made from precalibrated, 
30-gage, Teflon-coated chromel and constantan wires. 

The voltage settings for the individual heating circuits were 
guided by the thermocouple readings. It was found that if the 
heater voltages were set to provide a spanwise-uniform heat 
input, the two thermocouples in each cross section read the 
same to within the 1 /*V resolving power of the instrumenta
tion. This finding indicates that any end effects were too small 
to be detected. 

The bulk temperature of the air entering the test section, 
needed for the data reduction, was measured in the 
hydrodynamic development section using three thermocouples 
situated in the air stream just upstream of the test section inlet. 
During any data run, the three thermocouples indicated the 
same value. 

Other Apparatus Components. The hydrodynamic develop
ment section and the exit section, which respectively preceded 
and followed the test section, were both unobstructed rec
tangular ducts having respective lengths of 50.8 and 25.4 cm. 
These ducts were made of insulating materials, with the con
tinuation of the Styrofoam shroud forming three sides of the 
rectangular cross section and a thin sheet of unlaminated 
fiberglass circuit board forming the fourth side. 

The experimental apparatus was operated in the open-
circuit mode and in suction. Air from the laboratory room was 
drawn through a flowmeter (a calibrated rotameter) into a 
plenum chamber, from which it passed successively through 
the hydrodynamic development section, the heated test sec
tion, and the exit section. The exit section interfaced with a 
circular pipe which contained a flow control valve and which 
delivered the air to the blower inlet. The hot discharge from 
the blower was ducted out of the building. 

The development section, the test section, and the exit sec
tion were all situated within a large, closed, wooden-walled 
container (52.5 x 52.5 cm in cross section and 91.5 cm long) 
filled with silica aerogel powder insulation. The thermocon-
ductivity of the silica aerogel is 15 percent smaller than that of 
air. To further minimize extraneous heat losses, the aforemen
tioned components were suspended in the insulation container 
by nylon lines instead of being supported by rigid structural 
members. A finite-difference analysis of the conduction heat 
losses through the insulation demonstrated that they were en
tirely negligible [3]. Owing to the large volume of the insula
tion, about 8-10 hr were required to attain steady-state condi
tions during a data run. 

Data Reduction 

Heat transfer coefficients and Nusselt numbers were 

evaluated for the thermally developed regime. The attainment 
of thermal development was identified for each case by plot
ting the axial distributions of the baseplate temperature T„ 
and the fluid bulk temperature Tb. The baseplate 
temperatures were determined by direct measurement as 
described earlier, while the bulk temperature distribution was 
obtained by calculation. For the calculations, it was found 
convenient to work with a typical lane in the array, as il
lustrated by the pair of dashed lines in Fig. 1. If mL denotes 
the mass flowrate of air per lane and Q'L is the rate of heat 
transfer to the airflow per unit axial length and per lane, then 

Tb = Tbi + (Q'L/mLcp)x (3) 

where Tbi is the inlet bulk temperature. For all cases, there was 
a portion of . the test section where the wall and bulk 
temperature distributions were precisely parallel, yielding a 
uniform value of (T„ — Tb), as will be documented later. 

The fully developed heat transfer coefficient h was 
evaluated from the definition 

h = Q'L/A'hL{Tw-Tb) (4) 

in which A'hL is the heat transfer surface area per unit axial 
length and per lane, and the other symbols have already been 
defined. Based on purely geometric considerations, A'hL is 
equal to (W+2H+f) in the presence of tip-to-shroud 
clearance and to (W+2H) when there is no clearance, as can 
be verified by inspection of Fig. 1. However, it is common 
practice in applications involving fins to de-rate the fin surface 
area by the efficiency rj, so that 

A'hL = W+-q(2H+t), 0 0 (5) 

A'hL=W+T,(2H), C=0 (6) 

Two approaches were employed to evaluate -q. One was to 
set r\ = 1. The second was to use the conventional one-
dimensional fin model which can be found in any heat transfer 
textbook, i.e., 

n=[tanh(\Hc)]/\Hc (7) 

where 

\=w/knnty> (8) 
and Hc is equal to (H + t/2) in the presence of clearance and 
to H when there is no clearance. 

An iterative procedure was required to implement the 
second approach, since the calculation of -q from equations (7) 
and (8) necessitates that h be known. To begin, with r\ set 
equal to 1, the heat transfer area A'hL was found from equa
tions (5) or (6), and h was evaluated from equation (4) using 
the values of Q'L and (T„ — Tb) from experiment. With this h 
value as input, r\ was calculated from equations (7) and (8), 
enabling successive re-evaluations of A'hL and h. The new h 
value was used to initiate another cycle of the iteration, and 
this process was continued until convergence, yielding both h 
and 7). This approach to the evaluation of the fin efficiency 
was given considerable support in [4] where, for the no-
clearance case, it yielded values that agreed well with those 
from finite-difference solutions of the governing conservation 
equations. 

The fully developed heat transfer coefficients evaluated 
from both of the aforementioned fin efficiency models were 
recast in dimensionless terms via the Nusselt number 

Nu = hW/k^ (9) 

The width W of the interfin gap was chosen as the 
characteristic dimension since it was fixed during the course of 
the experiments. Consequently, any change in Nu which oc
curred in response to the variations of the parameters is a true 
reflection of the changes in the heat transfer coefficient. The 
thermal conductivity appearing in equation (9) was evaluated 
at the mean bulk temperature in the fully developed regime 
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Fig. 3 Fully developed Nusselt numbers for with-clearance and no-
clearance fin arrays. Fin efficiency model: >; = 1. 

M x I0~4 

Fig. 4 Fully developed Nusselt numbers for withclearance and no-
clearance fin arrays. Fin efficiency model: equations (7) and (8). 

(property variations were of little significance since the inlet-
to-exit bulk temperature rise was only about 10°F). 

In the forthcoming presentation of results, heat transfer 
coefficients corresponding to different tip-to-shroud 
clearances will be compared at a fixed air flowrate. To 
facilitate such a comparison, a dimensionless representation 
was sought which is a direct reflection of the air flowrate but 
does not depend on the clearance. These criteria are satisfied 
by the definition 

M=mL/W^r (10) 
where the viscosity was evaluated at the same temperature 
used to evaluate kair. 

The conventional hydraulic-diameter Reynolds number 
depends both on the clearance and on the air flowrate and 
will, therefore, not be used in the presentation of results. It is, 
however, relevant to indicate the relationship between the M 
parameter and the Reynolds number. For example, for the no-
clearance case, where the Reynolds number Re0 (0 = no 
clearance) is given by 2mL/(H+ W)ii^r, 

Re0 = [2W/(H+fV)W (11) 
so that Re0 = 0.421Mand 0.235M, respectively, for H/W = 
3.75 and 7.5. 

Results and Discussion 

The fully developed Nusselt number results are presented in 
Figs. 3 and 4. The first of these corresponds to the ij = 1 fin 
efficiency model, while the second is for the t\ < 1 model em
bodied in equations (7) and (8). Each figure is a composite of 
two graphs. The upper graph conveys results for the shorter 

Table 1 Values of B in equation (12) 

v = l >/<l 
C/H H/W= 3.75 7.5 3?75 T~T~ 
0 r96 1.58 T53 07764 
0.083 1.68 1.40 1.31 0.674 
0.165 1.52 1.25 1.18 0.589 
0.336 1.23 0.969 0.944 0 445 

fins (H/W = 3.75), and the lower graph conveys the results 
for the longer fins (H/W = 7.5). Each graph contains four 
sets of data parameterized by relative clearances C/H equal to 
0 (no clearance), 0.083, 0.165, and 0.336. In appraising the 
results presented in each graph, the no-clearance case (C/H = 
0) will be regarded as a baseline against which the with
clearance cases will be compared. 

An overall examination of Figs. 3 and 4 shows that at any 
given mass flowrate M, the Nusselt number decreases 
significantly as the clearance C/H increases. The extent of the 
Nusselt number decrease will be quantified and correlated 
shortly, but it is worth noting here that even a clearance as 
small as C/H = 0.083 causes a decrease in the 10-15 percent 
range. Since a decrease in the Nusselt number gives rise to a 
reduction in the rate of heat transfer, it follows that the 
presence of a clearance gap, either by design or by chance, 
degrades the heat transfer performance. 

It is also seen that the Nu versus M data for a given 
clearance fall on a straight line with minimal scatter, so that 
the power-law repesentation 

Nu = BM" (12) 

is appropriate, where B and n may be found from a least-
squares fit. Furthermore, for a given fin height H/W, the 
straight lines for the various clearances are parallel. 

For the Nusselt numbers evaluated with the i\ = 1 fin effi
ciency model, the exponents in the power-law representation 
are slightly different for the H/W = 3.75 and 7.5 fin heights, 
respectively n = 0.683 and 0.635. However, for the Nusselt 
numbers based on the fin efficiency model of equations (7) 
and (8), the exponents are virtually identical for the two H/W, 
namely, 0.712 and 0.716 for H/W = 3.75 and 7.5. The 
emergence of a common exponent lends strong support to the 
use of the fin efficiency model of equations (7) and (8). To 
complement the aforementioned n values, the constants B for 
equation (12) are listed in Table 1. 

This tabulation provides the basis for correlating the heat 
transfer response to the presence of tip-to-shroud clearance. 
Consider an array of fins of fixed height H/W for which the 
clearance is varied parametrically at a given value of the 
dimensionless mass flowrate M, and let Nu and Nu0 denote 
the with-clearance and no-clearance Nusselt numbers. From 
equation (12), 

Nu = 5M",Nu 0 = CBM")0 (13) 

Since n was found to be independent of C/H for a fixed fin 
height (i.e., n = n0) and M i s specified to be equal to M0 , it 
follows that 

Nu/Nu0 = h/h0 =B/B0 (14) 

Thus, the B/B0 ratio is a direct measure of the response of the 
heat transfer coefficient to the size of the tip-to-shroud 
clearance gap. 

As seen in Table 1, the B/B0 ratio is available for two fin 
heights and, for each fin height, for two fin efficiency models. 
The h/h0 variations with C/H for these four cases are plotted 
in Fig. 5. The figure quantifies the extent of the degradation 
sustained by the heat transfer coefficient due to the presence 
of the clearance gap. For the largest clearance investigated 
here (C/H = 0.336), h/h0 ~ 0.6, which corresponds to a 40 
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Fig. 5 Correlation of the with-clearance/no-clearance heat-transfer-
coefficient ratio with the size of the clearance 

1.00 

M x 10" 

Fig. 6 Fin efficiencies for the operating conditions of the experiments 
evaluated from equations (7) and (8) 

percent clearance-related decrease in the heat transfer 
coefficient. 

Of considerable practical interest in Fig. 5 is the fact that the 
data for all four cases tend to fall together in a tight band, so 
that a single curve representing h/h0 versus C/H is ap
propriate. This curve is independent of W/H, of the fin effi
ciency model, and of the air flowrate M in the investigated 
ranges. While it cannot be asserted that the h/h0 versus C/H 
curve of Fig. 5 is totally universal, it does possess considerable 
generality and should be useful as a design tool. From this 
standpoint, Fig. 5 conveys the main results of the paper. 

In connection with the generality of Fig. 5, it is relevant to 
point out that the data plotted there encompass fin efficiencies 
which cover a substantial range - extending from 0.78 to 1. In 
this regard, the fin efficiencies which emerge from the use of 
equations (7) and (8) in the data reduction are presented in 
Fig. 6. In the figure, 77 is plotted as a function of the dimen-
sionless air flowrate M for parametric values of the clearance 
and for the two investigated fin heights. 

Not unexpectedly, the efficiencies were substantially lower 
for the taller fins. In particular, the q values for the H/W = 
3.75 fins generally exceeded 0.9, while values as low as 0.78 
occurred for the H/W =7.5 fins. It is also seen that the effi
ciency increased monotonically as the clearance increased at a 
fixed flowrate. This trend reflects the clearance-related 
decrease of the heat transfer coefficient that was set forth in 
Fig. 5. The monotonic decrease of ij with M in evidence in the 
figure is due to the flowrate-related increase of the heat 
transfer coefficient. 

Heretofore, the presentation of results has been focused on 
the fully developed regime. Now, attention will be turned to 
the thermal entrance region, the results for which will be con
veyed via the temperature ratio 

(Tw-Tb)fd/(TW-Tb)x (15) 
The denominator is the wall-to-bulk temperature difference at 
any axial station x, while the numerator is the axially unchang-
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Fig. 7 Representative entrance region results 

ing wall-to-bulk temperature difference in the fully developed 
regime. At any station where the net axial conduction in the 
baseplate is zero or negligible, as in the fully developed region, 
the temperature-difference ratio of equation (15) is equal to 
the ratio of the local to the fully developed heat transfer 
coefficient. 

Representative axial distributions of the temperature-
difference ratio are plotted in Fig. 7 as a function of the 
dimensionless axial coordinate x/L (L = test section length). 
The results are presented from different perspectives in the 
two graphs which make up the figure. In the upper graph, the 
response of the results to parametric variations of the 
clearance is highlighted, while the lower graph displays the 
response to variations in the air flowrate. 

The axial distributions of Fig. 7 all display a common shape 
which is identical to that for the distribution of the local heat 
transfer coefficient in a developing duct flow. Starting with a 
maximum value at the inlet, the distributions drop off with in
creasing downstream distance, rapidly at first and then more 
gradually. At a sufficient distance from the inlet, the distribu
tion levels off, signaling the attainment of the thermally 
developed regime. Just upstream of the exit, the slight liftoff 
of the data reflects an end effect. 

From the upper graph of Fig. 7, it is seen that the rate of 
thermal development is quite sensitive to the size of the tip-to-
shroud clearance - the larger the clearance, the slower is the 
thermal development. Thus, for example, for an entrance 
length defined by (Tw-Tb)fd/(.T„-Tb)x = 1.05, the (x/L)mt 
values for C/L = 0 and 0.336 are 0.2 and 0.6, respectively. 
The relative enhancement of the heat transfer coefficient due 
to entrance effects (as indicated by larger values of the 
temperature-difference ratio) is seen to increase as the 
clearance increases. This is due, at least in part, to the lower 
fully developed heat transfer coefficients associated with 
larger clearances. 

The lower graph of Fig. 7 shows that the entrance-region-
related enhancement is greatest at lower flowrates, which is a 
well-established characteristic for conventional duct flows. 
The 5-percent entrance lengths are, however, a weak function 
of the flowrate, which is also in accord with available duct 
flow information. 

Concluding Remarks 

The work reported here is, seemingly, the first systematic 
experimental investigation of the response of the heat transfer 
from a longitudinal fin array to the presence of clearance be
tween the fin tips and an adjacent shroud. The experiments 
were parameterized by the clearance, the fin height, and the 
rate of fluid flow passing through the array, all in dimen-
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sionless terms. Air was the working fluid, and the flow was 
turbulent. 

The fully developed heat transfer coefficients corresponding 
to the presence and to the absence of clearance were compared 
under the condition of equal air flowrate. These comparisons 
showed that clearance gave rise to significant reductions in the 
heat transfer coefficient. For example, for clearances equal to 
10, 20, and 30 percent of the fin height, the heat transfer Coef
ficients were 85, 74, and 64 percent of those for the no-
clearance case. 

The ratio of the with-clearance and no-clearance heat 
transfer coefficients was found to be a function only of the 
clearance-to-fin-height ratio, independent of the flowrate, the 
fin height, and the fin efficiency model used to evaluate the 
heat transfer coefficients. The resulting correlation is 
presented in Fig. 5. While it cannot be asserted that this cor
relation is totally universal, it does possess considerable 
generality and should be useful as a design tool. 

The fully developed heat transfer results were supplemented 
by entrance region information, which showed that the 
presence of clearance slowed the rate of thermal development. 
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Heat Transfer From Two Elliptic 
Cylinders in Tandem Arrangement 
An experimental investigation has been conducted to clarify heat transfer 
characteristics of two elliptic cylinders having an axis ratio 1:2. They were placed in 
tandem arrangements and their angles of attack to the upstream uniform flow were 
identical. The testing fluid was air and the Reynolds number based on the major axis 
length c ranged from about 15,000 to 80,000. The angle of attack was varied from 0 
to 90 deg at 30 deg intervals and the nondimensional cylinder spacing 1/c from 1.25 
to 4.0, where 1 denotes the streamwise distance between the cylinder centers. It has 
been found that the heat transfer features vary drastically with the angle of attack 
and also with the cylinder spacing. 

Introduction 
Explorations of high-performance heat exchangers for sav

ing and making effective use of energy is a very important and 
urgent problem. Among many types of heat exchangers, those 
constructed of circular pipes have been used in many in
dustries. Flow around pipes, however, is not necessarily nor
mal to the pipe axis. In such a situation, the cross section of a 
pipe in the flow direction becomes an ellipse. An elliptic 
cylinder is a basic and general form, which becomes a flat 
plate and also a circular cylinder depending on its axis ratio. 
There have been many works on the flow around elliptic 
cylinders and it is well known that the flow characteristics 
change considerably with the axis ratio and the angle of at
tack. Furthermore it is found that their drag coefficient at 
small angles of attack is lower than that of a circular cylinder. 
This may be an advantageous feature when using elliptic tubes 
as a heat transfer surface element, since the pumping power 
needed for fluids to flow around them may become very small. 

As far as forced-convection heat transfer characteristics of 
the elliptic cylinder are concerned, there have been only a few 
investigations. Boundary layer analyses were made by Eckert 
[1] and Chao et al. [2]. Their results, naturally, may be ap
plicable only to the upstream surface of the elliptic cylinder on 
which a laminar boundary layer develops. Seban et al. [3] and 
Drake et al. [4] measured the local heat transfer coefficients 
on elliptic cylinders of axis ratio 1:4 and 1:3, respectively. 
Their main purpose, however, seemed to consist of con
firming the applicability of boundary layer theory. The angle 
of attack examined by them was limited to 0, 5, and 6 deg, and 
the mean heat transfer coefficient was not measured. Reiher 
[5] reported the mean heat transfer coefficient for an elliptic 
cylinder at 0 and 90 deg, but its configuration was obscure. On 
the other hand, it is reasonable to consider that the heat 
transfer features of the elliptic cylinder vary remarkably with 
the angle of attack, since the flow behaviors change greatly, as 
previously noted. 

From this standpoint, the present authors have conducted 
experimental studies of forced convection heat transfer from 
elliptic cylinders of axis ratio 1:2 and 1:3 [6-8]. The local heat 
transfer features are clarified and it is found that they are 
quite different from those of the circular cylinder. The mean 
heat transfer coefficient depends upon the axis ratio, the angle 
of attack, and the Reynolds number, and it is comparable to 
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Fig. 1 Arrangement of two elliptic cylinders and coordinate system 

or higher than that of the circular cylinder over the Reynolds 
number range studied. In order to employ elliptic tubes as a 
heat transfer surface element of heat exchangers, it is basically 
important to examine the heat transfer characteristics of ellip
tic tube banks. However there has been little information on 
them. 

The purpose of the present study was to investigate the local 
and overall heat transfer characteristics from two elliptic 
cylinders in tandem arrangement in a uniform flow of air. The 
elliptic cylinders examined have an axis ratio 1:2. Although an 
infinite number of arrangements could be considered, in the 
present study they are arranged in a following way. That is, a 
line through the centers of two elliptic cylinders is in line with 
the direction of the upstream uniform flow and their inclina
tion angles between the major axes and the uniform flow 
direction (called "angle of attack" hereafter) are the same. 
The arrangement of two elliptic cylinders is represented in Fig. 
1. 

Experimental Apparatus and Technique 
Experiments were conducted in a wind tunnel, which was 

the same as that in our previous work [6]. The working section 
at the tunnel exit is 150 mm wide, 400 mm high, and 800 mm 
long. One of the side walls of the test section was changed in 
order to be able to set two elliptic cylinders and to change their 
spacing. The free-stream velocity £/«, was varied from about 4 
m/s to 25 m/s and the corresponding Reynolds number Re 
based on the major axis length c of the elliptic cylinder was 
about 15,000 to 80,000. The highest velocity was limited by the 
power of the motor and the lowest one by the accuracy of the 
manometer. However, the lowest velocity was sufficiently 
high to be able to neglect effects of natural convection. The 
free-stream turbulence intensity was measured to be about 0.3 
percent in the Reynolds number range described above. 

The two elliptic cylinders examined have an axis ratio of 
1:2, the major axis being 50 mm and the spanwise length 150 
mm. They were made of fiber-reinforced plastics by the same 
procedure as in our previous report [6]. 
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Experimental procedures were almost the same as in [6);
therefore, only the main points will be described. Heating of
the cylinder surface was accomplished by means of an electric
current passed through a stainless steel sheet wound helically
around it; this provided the condition of constant heat flux.
The heat flow rate was determined from the measured electric
current and voltage to the stainless steel sheet and the heat loss
by conduction and radiation was neglected in the following
results. The wall temperature was measured with 49 copper
constantan thermocouples embedded on the cylinder surface
of the central section. Thus the local heat transfer coefficient
and the corresponding local Nusselt number were calculated
for h = q/(Tw - T"',) and Nu = hel'A, respectively. The mean
Nusselt number was determined from graphic integration of
the local Nusselt number distribution.

The uncertainty in the present data depends upon several
factors: manufacturing accuracy of the elliptic cylinders, ac
curacy of the arrangement of the elliptic cylinders, local devia
tion of the condition of constant heat flux, heat loss, and
reading error of thermoelectric voltage. The wall temperature
varies along the cylinder surface. Therefore the electric
resistance of the stainless steel sheet changes locally resulting
in a variation of the local heat flow rate. In the present study,
the temperature difference along the cylinder surface was at
most 20 K and the deviation for the constant heat flux was
estimated to be at most 10 percent. On the other hand, the
temperature gradient along the cylinder surface produces the
heat flow there, which diminishes the temperature difference.
The heat conduction loss was estimated to be less than 10 per
cent. The position of zero angle of attack was carefully deter
mined by comparing the local Nusselt numbers on two sides of
the cylinder. Furthermore, comparisons of the results for each
single cylinder confirmed a reasonable accuracy of two elliptic
cylinders. Based on these considerations, uncertainty of the
local Nusselt number was estimated to be less than ± 5 percent
and that of the mean Nusselt number to be about ± 3 percent.

Although it was possible to heat two elliptic cylinders at the
same time, only the measuring cylinder was heated in the ex
periments, since thermal interactions between two cylinders
may lead to a difficulty in estimating the temperature of the
oncoming flow, especially for the downstream cylinder. The
cylinder spacing I, defined as the distance between two centers
of the cylinders, was varied from 1.25 to 4 times the major axis
length and the angle of attack ex, described as (ex, ex) in the
following figures, was changed from 0 to 90 deg at 30 deg in
tervals. The tunnel blockage ratio varies from 0.0625 at ex = 0
deg to 0.125 at ex = 90 deg and the aspect ratio of the present
elliptic cylinders is 3. The present data, however, are uncor
rected for the tunnel wall effects.

A flow visualization study was made with a water channel
using floating aluminum powders [9) in order to determine
flow features around the two elliptic cylinders. The Reynolds
number examined was about 5000. This was much lower than
those in the heat transfer study; however, it may be thought to
be useful for understanding mutual correlations between the
heat transfer and flow characteristics. The angle of attack
ranged from 0 to 90 deg and the nondimensional cylinder

---- Nomenclature

Flg.2 Flow features for fie = 1.5 and Re = 5000

spacing lie from 1.3 to 4.0. Photographs presented later were
taken at a shutter speed of 1/8 s.

Experimental Results and Discussion
Representative examples of the flow visualization

photographs are shown for lie = 1.5 and Re == 5000 in Fig. 2.
At ex = 0 deg, a laminar boundary layer developing on the
upstream cylinder (called UC hereafter) separates near the
point of minor axis. Then a separated shear layer attaches to
the downstream cylinder (called DC hereafter), a boundary
layer develops and separates closer to the trailing edge than on
the UC. A vortex street is then formed in the wake of the DC.
The flow between two cylinders is relatively stagnant and a
pair of vortices is formed.

At ex = 30 deg, the flow on the UC separates near the
leading and trailing edges and two separated shear layers at
tach to the DC near the leading edge and a point close to the
minor axis. Two large vortices are formed between the UC and
the DC. As ex increases further, the separation point on the
suction side of the UC is fixed near the major axis, although
that on the pressure side moves downstream. Consequently
the wake increases its width between the two cylinders. It
brings about a violent motion of fluid therein as shown clearly
in the photographs for ex = 60 and 90 deg. Two shear layers
separated from the UC seem to roll up behind the DC and
form a vortex street there. These flow features change natural
ly with the cylinder spacing [10). However, the results for
other spacings are omitted from this paper due to space limita
tions. The local and overall heat transfer characteristics of two
elliptic cylinders are remarkably affected by the flow varia
tions described above.

Typical examples of the local Nusselt number distribution
for various arrangements of the two cylinders are shown in
Figs. 3-6. It is noted here that the general characteristic
features of the local Nusselt number distribution show no
essential dependence upon the Reynolds number in the present
experimental range, although some exceptions are found. In
accordance with this fact, the results are presented only for

e

h

Nu

length of major axis of
elliptic cylinder
heat transfer coefficient
= q/(Tw-Too )
streamwise distance be
tween two cylinder
centers
local Nusselt number =
hel'A

Nu",
NU",a

q

Re

s

mean Nusselt number
arithmetic mean Nusselt
number of two cylinders
heat flux per unit area
and unit time
Reynolds number
Uooe/v
surface distance from

.leading edge, taken as
positive along upper side

ex
A, v

wall temperature
temperature and velocity
of upstream uniform
flow
angle of attack
thermal conductivity and
kinematic viscosity of
fluid at Too

5261 Vol. 108, AUGUST 1986 Transactions of the ASME

Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



400 

300 

200 

100 

a 
o ( 0° , 0° ) 
A (30°,30°) 
a (60° ,60°) 
» (90°,90°) 

U. C. 
L/C = 1.5 
Re = 50000 

0 L ^ _ L i 

Fig. 3 Effect of a on local Nusselt number distribution for UC 

400 

300 

200 

100 

0 

• J \ / \ ^ 

7 / W / \ <#' 

a 
- o ( 0° , 0° ) 

A (30°, 30°) 
• • (60°, 60°) 
• » (90°, 90°) 

i i 1 i i i i 1 • i t < 

-

IMV b I' 

^ A — 

D.C. 
L/C = l.5 
Re=50000 

i . . 

400 

300 

200 

100 

-1.0 -0.5 

Fig. 5 Effect of f/c on local Nusself number distribution for UC 

400 

300 

200 

100 

.0 -0.5 0 

Fig. 4 Effect of a on local Nusselt number distribution for DC 

0.5 1.0 
S/C 

0 

1 1 1 1 1 1 1 1 1 1 1 1 

rfJi lift 

I . i i | i i i i | i i 

fe D. C. 
U> O>(0°,0°) 
J jLf tu Re=50000 

HKM 

dp \?n> T L 

\ y • 
N ^ / l /c \ _ / 

o |.25 A |.5 v 3.0 
a 2.0 H 4.0 
• 2.5 — co 

. . i . . . . i i , , . . i , . 

•1.0 -0.5 0 

Fig. 6 Effect of l/c on local Nusselt number distribution for DC 

0.5 1.0 
S/C 

typical Reynolds numbers in the following. The surface 
distance s from the leading edge of the cylinder is taken as 
positive along the upper side of the cylinder, as shown in Fig. 
1. 

Figures 3 and 4 show effects of the angle of attack upon the 
local Nusselt number distribution at l/c = 1.5 for the UC and 
the DC, respectively. The results for the UC are very similar to 
those for the single cylinder [6], although Nu in the wake 
region between two cylinders is affected by the existence of the 
DC. It may be interesting to note that the local maximum 
value of Nu is located near the major axis point independently 
of a. This suggests that it is not easy to estimate the flow field 
around the cylinder from only the local heat transfer distribu
tion. The maximum of Nu near the major axis may be caused 
by the rapid acceleration of the flow there. Nu reaches a local 
minimum near the separation point on the pressure side, 
which moves downstream with an increase of a. Nu in the 

separated flow region generally increases with an increase of a 
because of the violent motion of fluid there. 

As far as the DC is concerned, the local heat transfer 
distribution exhibits large variations with a, since the attach
ment point of the shear layer separated from the UC moves 
greatly on the surface of the DC with a. At a = 0 deg, two 
separated shear layers attach to the DC at about s/c = ±0.3, 
respectively, where Nu attains maxima. In the separated flow 
region near the leading edge, Nu is low and becomes a local 
minimum at the leading edge. Downsteam of the attachment 
point, Nu decreases steeply as a boundary layer develops. A 
minimum is reached around s/c = ±1.1, where the flow may 
separate from the DC. 

At a = 30 deg, the attachment point on the pressure side 
shifts to about s/c = -0.7, where a maximum of Nu is ob
tained. Downstream of the attachment point, a boundary 
layer may develop, but it separates immediately near the trail-
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Values of A and n in equation (1) 

U 

A 

0.152 

0.455 

0.332 

0.289 

0.262 

0.288 

0.429 

0.245 

0.450 

0.284 

0.308 

0.388 

0.289 

0.340 

0.560 

0.305 

0.357 

0.465 

0.512 

0.604 

0.193 

0.396 

0.184 

0.272 

.C. 

n 

0.676 

0.545 

0.577 

0.605 

0.589 

0.585 

0.552 

0.622 

0.547 

0.583 

0.589 

0.577 

0.588 

0.564 

0.521 
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0.568 

0.546 
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0.526 

0.625 

0.559 
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0.616 

D 

A 

0.581 

0.179 
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0.217 

0.208 

0.260 

0.260 

0.201 

0.183 

0.180 

0.157 

0.474 

0.276 

0.225 

0.400 

0.302 

0.169 

0.196 

0.335 

.C. 

n 

0.521 

0.650 

0.667 

0.689 

0.590 

0.663 

0.696 

0.678 

0.644 

0.646 

0.631 

0.636 

0.647 

0.657 

0.662 

0.678 

0.565 

0.619 

0.637 

0.591 

0.607 

0.664 

0.648 

0.602 

ing edge. In accordance with such a flow feature, Nu decreases 
steeply therein. On the other hand, a local maximum of Nu 
located at about s/c = 0.1 is much lower than that found at 
s/c = - 0.7. It may originate from an attachment of the inner 
part of the separated shear layer flowing at relatively low 
speed. It seems that downstream of that attachment point, a 
wake is immediately formed, as expected from the flow 
visualization photograph in Fig. 2. Therefore Nu decreases 
toward the center of the separated flow region. A minimum of 
Nu at about s/c = 0.8 may coincide with a downstream 
stagnation point in the separated flow region and a small 
hump found around s/c =1.1 may be due to an attachment of 
a shear layer separated near the trailing edge as forming a 
small separation bubble. The results at a = 60 deg show a 
generally similar trend to that at a - 30 deg, though two at
tachment points of the shear layers separated from the UC are 
different from those at a = 30 deg. 

At a = 90 deg, the inner parts of two separated shear layers 
seem to attach to the DC at about s/c = -0.1 and -1.1 
where Nu reaches a maximum, but their greater parts roll up 
behind the DC forming a vortex street. The flow near the 
upstream surface bounded by two separated shear layers is 
very stagnant and Nu attains a minimum at the upstream 
stagnation point. On the downstream surface, a variation of 
Nu with the surface distance is relatively small and Nu . 
becomes a local minimum at the downstream stagnation 
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Fig. 8 Variation of Num with a for DC 

point. Such local heat transfer features of the DC are quite 
different from those of the UC exhibited in Fig. 3. The 
characteristic behavior of the local heat transfer coefficient 
corresponds well with the flow features presented in Fig. 2. 

Figures 5 and 6 show the influences of the cylinder spacing 
upon the local heat transfer distribution. Only the results at a 
= 0 deg are shown as a typical case. Figure 5 represents the 
results for the UC. It is very clear that Nu on the upstream sur
face, where a laminar boundary layer develops, exhibits no 
dependence upon the cylinder spacing and is almost equal to 
that for the single cylinder [6]. That is, Nu attains a maximum 
at the leading edge, decreases steeply with development of the 
laminar boundary layer, and subsequently reaches a minimum 
near the separation point. At a = 0 deg and Re = 50,000, it 
seems that the location of the flow separation represents no 
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essential dependence upon the cylinder spacing. On the other 
hand, Nu in the separated flow region is strongly affected by 
the cylinder spacing. As l/c increases from 1.25 to 1.5, Nu 
decreases. However when it increases from 1.5 to 2.0, Nu in
creases rather discontinuously and a further increase of l/c 
does not bring about an essential change of Nu distribution. 
This sudden variation may be caused by the so-called jumping 
phenomenon well known for two in-line circular cylinders 
[11]. That is, if the spacing between two cylinders is large 

enough, a vortex street is formed behind the upstream 
cylinder. Such a vortex street may stimulate the fluid motion 
in the wake, producing a higher heat transfer rate therein as 
detected in Fig. 5. 

Shown in Fig. 6 are the results for the DC. Local heat 
transfer coefficient varies remarkably on the whole of the 
cylinder surface with the cylinder spacing. At a narrow spac
ing such as l/c =1.25 and 1.5, two shear layers separate from 
the UC and attach to the DC. Nu attains a maximum at the at-
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tachment point. The flow inside a wake region bounded by 
two cylinders and two separated shear layers is stagnant and 
then Nu is low. Downstream of the attachment point, Nu 
decreases with the surface distance because of a developing 
boundary layer, as inferred from the flow pattern in Fig. 2. Nu 
reaches a minimum near the separation point and then in
creases slightly in the separated flow region. 

The profile of Nu at l/c = 2.0 is very similar to that at l/c = 
1.25 and 1.5. However, an increase of l/c from 2.0 to 2.5 
brings about a great variation of the heat transfer distribution, 
especially on the upstream surface. That is, Nu attains a max
imum at the leading edge, decreases with the surface distance, 
and reaches a minimum. Subsequently Nu increases in the 
wake region. Such a drastic variation of Nu may be due to an 
occurrence of the jumping phenomenon for the wake from the 
UC as described previously. The separated shear layers from 
the UC roll up upstream of the DC and the main flow at free-
stream temperature is entrained onto the upstream surface of 
the DC. This results in a higher heat transfer rate there. It is 
very interesting that the sudden variation of the local heat 
transfer rate occurs between l/c = 1.5 and 2.0 and for the UC 
and between 2.0 and 2.5 for the DC, respectively. It is not 
clear presently why such a difference of the streamwise 
distance for the sudden variation of Nu distribution occurs for 
the UC and the DC. At greater spacings than l/c = 2.5, the 
local heat transfer distribution becomes similar to that for the 
UC or the single cylinder, though Nu is generally higher on the 
DC than on the UC because of the highly turbulent flow. 

Exemplified in Figs. 7 through 9 are characteristic varia
tions of the mean Nusselt number Num. Figures 7 and 8 repre
sent a variation of NuOT with a at l/c = 1.5. Num for the UC, 
in general, increases monotonically with an increase of a at all 
the Reynolds numbers examined. Its rate of increase is quite 
large between a = 60 and 90 deg. On the other hand, Num for 
the DC shows a slightly different trend. This is, at Reynolds 
numbers higher than about 40,000, Num increases 
monotonically as a increases. However at Reynolds numbers 
lower than about 30,000, Num decreases slightly with an in
crease in a, becomes minimum around a = 60 deg, and subse
quently increases between a = 60 and 90 deg. These 

characteristics of Num, however, depend upon the cylinder 
spacing. The results for other spacings are omitted in this 
paper. 

In general, Nu„, can be expressed as a function of Re as 
follows 

Num =.4Re" (1) 
A and n in equation (1) depend upon both a and l/c. Sum
marized in Table 1 are their values, which were determined 
with the method of least squares. They are naturally valid on
ly in the Reynolds number range examined in the present ex
periments, say 15,000 S Re ^80,000. 

Typical examples of a variation of Nu„, with l/c are shown 
for a = 0, 30, 60, and 90 deg in Fig. 9. In these figures, Nu,„ 
for the UC is compared with that for the DC at Re = 15,000, 
40,000, and 80,000. In general, Nu,„ for the DC is much 
higher than that for the UC and its variation with l/c is quite 
different between them depending on a. Furthermore Nu,„ for 
the UC shows a sudden change at the critical cylinder spacing. 
At the larger cylinder spacing beyond the critical one, Nu,„ for 
the UC is comparable to or a little higher than that for the 
single cylinder. It seems that the critical cylinder spacing in
creases with increasing a. In general, Nu,„ for the UC attains a 
minimum at a cylinder spacing just before the critical one. 

On the other hand, Nu,„ for the DC, in general, does not 
show a great change at the critical cylinder spacing, although 
the local heat transfer distribution exhibits a sudden variation, 
as previously described. Even at a large cylinder spacing such 
as l/c = 4.0, Nu,„ for the DC is still much higher than that for 
the single cylinder, though some exceptions can be detected at 
low Reynolds numbers. 

In order to use the elliptic tubes in heat exchangers, it is very 
important to estimate the overall heat transfer rate of the ellip
tic tube bank. As a preliminary examination, an arithmetic 
mean Nusselt number Numo of Num for the UC and the DC is 
evaluated in the present study. Figure 10 shows a variation of 
Num(7 with l/c for a = 0, 30, 60, and 90 deg at Re =15000, 
40,000 and 80,000. At a relatively low Reynolds number such 
as Re =15,000, Numa shows no essential change with l/c. Its 
value is nearly equal to that for the single cylinder at a = 60 
and 90 deg but is a little higher than that for //c= oc at a = 0 
and 30 deg. At higher Reynolds numbers, Numa varies greatly 
with l/c and its dependence upon a becomes severe. It may not 
be unreasonable to say from these results that the cylinder 
spacing is to be as small as possible for the higher heat transfer 
capability and for the compactness of the heat exchangers, 
although some exceptions can be detected. 

Concluding Remarks 
Local and overall heat transfer characteristics of two elliptic 

cylinders having an axis ratio 1:2 in tandem arrangements 
were determined experimentally in the present investigation. 
The main points obtained are summarized as follows. 

The local heat transfer coefficient depends strongly upon 
the angle of attack and the cylinder spacing both for the UC 
and the DC, although Nu on the upstream surface of the UC 
exhibits no essential change with the cylinder spacing. There 
exists a critical cylinder spacing, at which the local heat 
transfer coefficient varies suddenly both for the UC and the 
DC and its variation is much greater for the DC than for the 
UC. The critical cylinder spacing seems to increase with an in
crease in the angle of attack. 

The mean heat transfer coefficients were estimated as func
tions on the angle of attack, the cylinder spacing, and the 
Reynolds number. It was found that the mean Nusselt number 
shows great dependence upon these parameters. At the critical 
cylinder spacing, Nu,„ suddenly changes for the UC but not 
for the DC. Furthermore, an arithmetic mean Nusselt 
number Num for the UC and the DC was evaluated. Its varia
tion was found to be a complicated function of the geometric 
and flow parameters. 
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Momentum and Heat Transfer on 
a Continuous Mowing Surface 
An analysis has been carried out to determine the momentum and heat transfer oc
curring in the laminar boundary layer on a continuous moving surface which has an 
arbitrary surface velocity and nonuniform surface temperature. Merk series types of 
solutions are obtained for the momentum and heat transfer for an isothermal sur
face. The results are expressed in terms of universal functions. For a nonisothermal 
surface, the procedure begins with a consideration of the solution of the energy 
equation for a step discontinuity in the surface temperature by the introduction of 
appropriate transformation variables. Equations for the temperature profile and for 
the local heat flux are expressed explicitly in terms of the Prandtl number and the 
surface velocity parameter. Numerical examples for a power law surface velocity 
and a linearly stretching surface velocity with nonzero slot velocity are given for the 
isothermal surface. The accuracy of the present solutions is also discussed. 

1 Introduction 

Polymer sheets and filaments are manufactured by con
tinuous extrusion of the polymer from a die to a windup roller 
which is located a finite distance away. The thin polymer sheet 
or filament constitutes a continuously moving solid surface 
with a nonuniform surface velocity and temperature through 
an otherwise quiescent fluid. This situation represents a dif
ferent class of boundary layer problem which has a solution 
substantially different from that of boundary layer flow over a 
semi-infinite flat plate. 

Sakiadis [1-3] was the first to recognize this new class of 
problem and, in a series of papers, presented analyses for the 
momentum transfer occurring in laminar and turbulent flow 
for two-dimensional and axisymmetric geometries for a con
stant surface velocity (rigid surface). For laminar flow, an ex
act solution was obtained numerically and an approximate 
solution arrived at by employing an integral method. For the 
turbulent flow case, an integral method using a one-seventh 
power velocity profile was employed in the analysis. Tsou et 
al. [4] later extended Sakiadis' work to include heat transfer, 
and verified the analytial results by experimental measure
ment. In their work, both the surface velocity and the 
temperature or heat flux were assumed to be constant. 

More recently, Vleggaar [5] measured the surface velocity 
and temperature of a polyester monofilament being ejected 
from a die. Since polyester is a flexible material, the filament 
surface may stretch during the course of ejection and therefore 
the surface velocity deviates from being uniform. These 
nonuniformities in both surface velocity and temperature were 
measured by Vleggaar and are shown in Fig. 1 of [5]. In [5], 
Vleggaar analyzed the laminar boundary layer behavior on 
continuously accelerating surfaces for both two-dimensional 
and axisymmetric cases. A linear variation of surface velocity 
with respect to yarn path distance, i.e., Us = ex, was 
employed, but the surface temperature was treated as 
isothermal. 

Gupta and Gupta [6] extended Vleggaar's work to include 
suction and blowing over a stretching surface. To relax the 
assumption of an isothermal surface, Soundalegekar and 
Ramana Murty [7] used a power law surface temperature to 
investigate the heat transfer, but the surface velocity was 
treated as a constant. The heat transfer occurring on a con
tinuous, linearly stretched surface with a power law surface 
temperature was recently investigated by Grubka and Bobba 
[8]. 

In view of the variable surface velocity and the nonuniform 
surface temperature which actually occur, it is the purpose of 

the present paper to develop a method to analyze the momen
tum and heat transfer for a continuously moving flat surface 
with an arbitrarily specified surface velocity and temperature. 
The restrictions of uniform or linearly varying surface velocity 
and power law surface temperature variation which were used 
in the previous analyses are relaxed. 

For the momentum transfer analysis, the independent coor
dinate along the moving surface is transformed into a new 
coordinate by integrating the arbitrarily specified surface 
velocity in the same direction, such that the surface velocity is 
implicitly absorbed into the new variable. The momentum 
equation is then solved using a Merk series. Similarity is ap
plied for obtaining the energy equation solution for the 
isothermal surface condition. For the nonisothermal case, the 
analysis begins with the consideration of a step discontinuity 
in surface temperature. A new series solution is proposed in 
terms of appropriate transformed variables with coefficients 
expressible in terms of universal functions. Because of the 
linearity of the energy equation, the solutions obtained for a 
step change in wall temperature may be readily applied to the 
situation of an arbitrarily specified surface temperature by 
simply using Duhamel's theorem or the superposition 
technique. 

2 Problem Formulation and Method of Solution 

The physical system under investigation is illustrated in Fig. 
1. An x-y coordinate system is fixed in space, and at x = y = 

y , v 

©o 

• momentum boundary layer 

X 
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Fig. 1 Coordinate system and the description of the physical model 
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0 (die slot), a thin solid surface is extruded and moves in the x 
direction with an arbitrary surface velocity Us (x). 

Assuming steady-state flow of an incompressible, New
tonian fluid at a large Reynolds number, the governing bound
ary layer equations are 

(1) 

Continuity 

Momentum 

u 

du dv 

dx dy 

du du 
+v = 

dx dy 
with the boundary conditions 

u-

u-

= Us(x), v = 0 

= 0 

= 0 

d2u 
V dy2 

for y = 0 

for j—oo 

(2) 

(3) 

where Us (x) is the velocity of the surface which can be con
stant or any function of x. 

For the heat transfer analysis, two different cases are con
sidered: an isothermal surface and the situation where a step 
change in surface temperature occurs, i.e., a portion of the 
surface from the slot x = y = 0 to an arbitrary distance x0 is 
isothermal at the fluid temperature Tm, and for x > x0 the 
surface temperature has a step change to 7^. 

The governing boundary layer energy equation for the 
problem is 

Energy 

dT dT d2T 
U -T-+V -— = a -—z-

dx dy dy1 (4) 

with 

T(x,0)=Ta + (Ts 

T(x0,y>0) = To, 

T(x,<») = Ta> 

•T^ ) ! ( * - *„ ) 

(5) 
where \{x — x0) is the Heaviside unit operator and has the 
values: for (x — x0) < 0, l(x — x0) = 0; and for (x — x0) > 0, 
l(x — x0) = 1. Whenx0 = 0, this boundary condition reduces 
to that for an isothermal surface at Ts. 

Since the fluid is incompressible, the momentum equation 
(2) and the energy equation (4) are decoupled and can be 
solved consecutively. The solution to the momentum equation 
will be considered first. 

A stream function ^ defined by 

8-9 d¥ 

~dlT (6) 

is introduced such that the continuity equation is identically 
satisfied. The original x, y coordinates are now transformed 
by 

Jo 
Us(x)dx {la) 

(lb) y-r, = (2£p)-l/2Usy 

A dimensionless stream function is introduced by 

*(*,;>) = (2x£)1/2/(£,r)) (8) 

so that, using equations (6), (7), and (8), the velocity com
ponents become 

df 
u = U, 

2f 
U. [/+2$ _ + ( A _ 1 ) l f 

(9) 

(10) 

where A is called a "surface velocity parameter" and is de 
fined by 

2? dUs 
A=-

U, dt 
(11) 

Substituting equations (9) and (10) into equation (2), the 
dimensionless stream function / satisfies the following 
transformed momentum equation 

a3/ 
d»j3 + / • 

d2f . / V ' 
\ dv ) dy2 \ dy 

df d2f 

-«[-
d2f a / i 

dv dvdt dv2 3? J 

which is subject to the boundary conditions 

JL 
dv 

/=0 , -=1 for v = 0 

df 
drj 

-0 for i}-

(12) 

(13a) 

(136) 

In general, the first boundary condition in (13a) should read if 
+ 2£d//d£) = 0 as can be obtained from equations (3) and 
(10). However, for an impervious surface, we assign/ = 0 at 
the surface and, therefore, d//d£ also vanishes at the surface. 

Using the above coordinate transformations, the 
nonhomogeneous surface velocity boundary condition in 
equation (3) has become homgeneous. Since £ is only a func
tion of x, as is A, there is a one-to-one correspondence be
tween A and £. Hence one may regard A as a function of £ or, 

b 
erfc(x) 

k 
Nux 

Pr 
Qs 

Re, 
T 

Us 
u 

N o m e n c l a t u r e 

/ " (£ , 0) 
p r l /2 
complementary error 
function 
thermal conductivity 
local Nusselt number 
Prandtl number = Cp\x./k 
surface heat flux 
local Reynolds number 
temperature 
surface velocity 
velocity component in x 
direction 
velocity component in y 
direction 
streamwise coordinate 
measured along surface 
from slot 

*o 

y = 

a = 
8 = 

5T = 

«i = 

f = 

V = 

location in x direction where 
temperature step change 
occurs 
coordinate normal to 
surface 
thermal diffusivity 
momentum boundary layer 
thickness 
thermal boundary layer 
thickness 
displacement thickness 
momentum thickness 
transformed dimensionless 
coordinate defined in equa
tion (286) 
transformed dimensionless 
coordinate defined in equa
tion (7 b) 

A = 

f* = 
v = 

dimensionless temperature 
defined in equation (19) 
surface velocity parameter 
defined in equation (11) 
shear viscosity 
kinematic viscosity 
transformed coordinate 
defined in equation (7a) 
fluid density 
transformed dimensionless 
coordinate defined in equa
tion (28a) 

Subscripts 
s = surface condition 

oo = condition of quiescent fluid 
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conversely, £ as a function of A. The dependent variable fin 
equation (12) may thus be considered as a function of ?/ and £, 
or of ri and A. 

The solution to equation (12) may be written in Merk series 
form as proposed by Chao and Fagbenle [9] as 

Table 1 Surface derivatives of the velocity functions in the series 

/ (A , i , )= / 0 (A , i , )+2$ 
dk 

/ i ( A , ij) 

d2k , / dk \ 2 

f2(k, v) + {n^-) Mh,v) dt 

+(«"§•)(* !?->«•*+ 
#k 

~dj2 (14) 

Upon substituting (14) into (12) and collecting terms free of 
dk/dt and then terms common to l^dkld^, 4£2d2k/d£2, 
. . . , etc., a sequence of coupled ordinary differential equa
tions is obtained. The first equation in the sequence is 

/o"+/a /o"-A/o ' 2 = 0 (15a) 

with 
/0(A,0) = 0, / 0 ' (A ,0 )=1 , /0'(A,oo) = 0 (15b) 

The remaining differential equations are 

f{" +/o/i" - 2(A + \\fif{ + 3/0"/ , = (~U -^~/o") (16) 

fl" +/o/2" - 2(A + 2)/0'/2' + Sfo'fi =fif{ -fo'fi 

fi +/0/3" - (A + 2)[2/073' +/ . '2 l + 5/0V3 + 3/ , / ," 

a// , , dfo\. / , , m 

(17) 

-(r-%-*%)+& f„ V± 
dk ° dk • ) • • 

etc. (18) 

The boundary conditions for these three equations are: / , = 
/ , ' = 0 for ri = 0 a n d / / = 0 for 77 - 00, where / = 1,2, and 3. 
The primes in the above equations denote differentiation with 
respect to 17. 

Inspection of the above set of equations shows that for any 
x, A is fixed and, therefore, the above equations with their 
boundary conditions can be treated as simultaneous ordinary 
equations. Furthermore, all / / (i = 0, 1, 2, 3, . . . ) are 
universal in the sense that they depend only on a single 
parameter A and their solution can be tabulated once and for 
all for any specified value of A. 

Numerical solutions have been obtained for equations 
(15«), (16), (17), and (18). For conservation of space, only the 
surface derivatives of the velocity functions are given in Table 
1 since the calculation of the local surface shear requires only 
information about/}"(A, 0). 

In order to solve the energy equation (4), we will first con
sider the isothermal surface case, i.e., x0 = 0 in boundary con
dition (5). Defining a dimensionless temperature function as 

6(Z,V)=T~-TT ( 1 9 ) 

and using the variables in (6) through (8), the energy equation 
is transformed to 

d26 
- + P r / 

36 

dr/ 
= 2 P r £ 

df 36 36 9/ 

dr, d£ 
(20) 

di)2 dr; "* L dr] d£ 

with the boundary conditions 

0(£,O)=1 forrj = 0 

0(!,oo) = O for?7-oo (21) 

Using a Merk type series analogous to (14), the solution to 
(20) can be written as 

dk 
e(k,r,)=60(k,r,)+2£ 

cPk 

di 
*i(A, ij) 

dLk / dk\l 

+ 4£2 — 5 - 02(A, 11) + (2£ — ) 03(A, ij)+ . . . dk di 
(22) 

A 

-0.10 
0.00 
0.10 
0.20 
0.30 
0.40 
0.50 
0.60 
0.70 
0.80 
0.90 
1.00 
1.10 

fi!(A,0) 
-0.5815786 
-0.6275549 
-0.6714305 
-0.7134303 
-0.7537449 
-0.7925367 
-0.8299459 
-0.8660936 
-0.9010854 
-0.9350142 
-0.9679616 
-1.0000000 
-1.0311939 

f ' l (A,0)*10 

0.6086720 
0.5519510 
0.5030020 
0.4604634 
0.4232589 
0.3905288 
0.3615800 
0.3358485 
0.3128719 
0.2922676 
0.2737178 
0.2569556 
0.2417567 

f2<A,0)*10 

-0.8706994 
-0.7698450 
-0.6843336 
-0.6113127 
-0.5485497 
-0.4942804 
-0.4470959 
-0.4058614 
-0.3696561 
-0.3377263 
-0.3094513 
-0.2843165 
-0.2618925 

fH(A,0)*10' 

0.9177400 
0.7714337 
0.6533740 
0.5573080 
0.4783739 
0.4130906 
0.3586298 
0.3129822 
0.2743759 
0.2416550 
0.2136481 
0.1895002 
0.1690515 

Table 2 Surface derivatives of temperature function in the series (22) 
for isothermal surface 

Pr 

0.7 

1.0 

5.0 

10.0 

A 

-0.10 
0.00 
0.10 
0.20 
0.30 
0.40 
0.50 
0.60 
0.70 
0.80 
0.90 
1.00 
1.10 

-0.10 
0.00 
0.10 
0.20 
0.30 
0.40 
0.50 
0.60 
0.70 
0.80 
0.90 
1.00 
1.10 

-0.10 
0.00 
0.10 
0.20 
0.30 
0.40 
0.50 
0.60 
0.70 
0.80 
0.90 
1.00 
1.10 

-0.10 
0.00 
0.10 
0.20 
0.30 
0.40 
0.5Q 
0.60 
0.70 
0.80 
0.90 
1.00 
1.10 

So(A,0) 

-0.4989901 
-0.4938941 
-0.4890506 
-0.4844422 
-0.4800469 
-0.4758457 
-0.4718222 
-0.4679618 
-0.4642516 
-0.4606806 
-0.4572384 
-0.4539162 
-0.4507057 
-0.6333432 
-0.6275549 
-0.6220564 
-0.6168194 
-0.6118195 
-0.6070354 
-0.6024489 
-0.5980438 
-0.5938059 
-0.5897227 
-0.5857830 
-0.5819767 
-0.5782949 
-1.6397855 
-1.6318210 
-1.6242326 
-1.6169826 
-1.6100386 
-1.6033727 
-1.5969608 
-1.5907817 
-1.5848170 
-1.5790502 
-1.5734669 
-1.5680542 
-1.5628004 
-2.3847912 
-2.3762936 
-2.3681926 
-2.3604478 
-2.3530246 
-2.3458935 
-2,3390287 
-2.3324078 
-2.3260112 
-2.3198217 
-2.3138238 
-2.3080039 
-2.3023500 

s'l(A,0)*10 

-0.3554633 
-0.2811791 
-0.2166163 
-0.1602146 
-0.1107154 
-0.0670940 
-0.0285089 
0.0057361 
0.0362220 
0.0634357 
0.0877886 
0.1096302 
0.1292585 

-0.4284843 
-0.3463207 
-0.2748702 
-0.2124049 
-0.1575334 
-0.1091233 
-0.0662467 
-0.0281360 
0.0058477 
0.0362408 
0.0635503 
0.0879929 
0.1100630 

-0.5971364 
-0.4982324 
-0.4126533 
-0.3381641 
-0.2729764 
-0.2156412 
-0.1649895 
-0.1200605 
-0.0800484 
-0.0442966 
-0.0122477 
0.0165695 
0.0425471 

-0.6079891 
-0.5076221 
-0.4210858 
-0.3460130 
-0.2805170 
-0.2230936 
-0.1725080 
-0.1277608 
-0.0880165 
-0.0525901 
-0.0209121 
0.0075080 
0.0330747 

02(A,O)*1O3 

-0.4198137 
-0.5389336 
-0.6385276 
-0.7219964 
-0.7920568 
-0.8505277 
-0.9002980 
-0.9417142 
-0.9763485 
-1.0051967 
-1.0290910 
-1.0487295 
-1.0647018 
-0.3852784 
-0.5178445 
-0.6289888 
-0.7224555 
-0.8012299 
-0.8677158 
-0.9238627 
-0.9712660 
-1.0112392 
-1.0448718 
-1.0732136 
-1.0965993 
-1.1160987 
-0.3738427 
-0.5271745 
-0.6519953 
-0.7619739 
-0.8518008 
-0.9274291 
-0.9912100 
-1.0150508 
-1.0905320 
-1.1289216 
-1.1612828 
-1.1885016 
-1.2113036 
-0.4313942 
-0.5823731 
-0.7074138 
-0.8113847 
-0.8981149 
-0.9706119 
-1.0313155 
-1.0821684 
-1.1247756 
-1.1604304 
-1.1901910 
-1.2149597 
-1.2354648 

e'3(A,0)*lo 

-1.1803667 
-0.9849872 
-0.8248271 
-0.6920076 
-0.5814725 
-0.4891789 
-0.4113306 
-0.3452891 
-0.2891081 
-0.2412892 
-0.2006831 
-0.1664783 
-O.1M7091 
-1.2948944 
-1.0822178 
-0.9074535 
-0.7632014 
-0.6437507 
-0.5431915 
-0.4589439 
-0.3872348 
-0.3263876 
-0.2721137 
-0.2236322 
-0.1925514 
-0.1588944 
-1.3965666 
-1.1473961 
-0.9572554 
-0.7956253 
-0.6593777 
-0.5567196 
-0.4610012 
-0.3856168 
-0.3223099 
-0.2670306 
-0.2206328 
-0.1790251 
-0.1476451 
-1.3375775 
-1.0900489 
-0.8947154 
-0.7284457 
-0.6105924 
-0.4967455 
-0.4093060 
-0.3376712 
-0.2688540 
-0.2178972 
-0.1849290 
-0.1472112 
-0.1159836 

Substituting (22) into (20) and equating terms of like coeffi
cients leads to the following set of ordinary differential equa
tions for the 6j.-

with 

0o"+Pr/o0o '=O 

0O(A,O)=1, 0o(A,oo) = O 

30n . . 3/V 

(23a) 

(236) 

P r - ' 0," +f06{ -2/o'fl, = (/„' ~^-6i - A ) -3 / ,0 o ' (24) 

Pr~' 02" +/o02 -4 / o ' 0 2 = (/-o'fl, -0o ' / i ) -5/ 20o (25) 

3/V 
Pr" ' 03" + / W -4/o'«3 = (/o - ^ - f l . ' | f ) 

+ (/,' ^--Oo —-) - 3 / i * , ' +2/Z0, -5/ 30 o ' (26) 

etc. The boundary conditions for the last three equations are: 
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8, = 0 for T) = 0 and rj — oo, where i = 1, 2, and 3. The 
numerical solutions for 0,- (i = 0, 1, 2, and 3) with the ap
propriate boundary conditions were obtained and the surface 
derivatives of the temperature functions are given in Table 2 
for Pr = 0.7, 1, 5, and 10, respectively. 

When the surface temperature experiences a step change as 
given by equation (5), the transformations (7) used for the 
isothermal case are no longer appropriate, and other variables 
must be used. 

In order to find such variables, the problem will first be 
solved by using von Karman's integral technique. Using 
fourth-order and third-order polynomials respectively for the 
dimensionless velocity and temperature profiles, the dimen
sionless temperature gradient at the surface for large Pr was 
obtained as 

The solution to equation (29) is now proposed as 

d'(x,0)= -0.5305 Pr1 

vx L x J 
(27) 

For an isothermal surface, i.e., x0 = 0, equation (27) reduces 
to that reported by Erickson et al. [10]. 

Returning to the solution of the energy equation (4) for a 
step change in surface temperature, further transformations 
are introduced 

<-x-[>4] 
X 

(28a) 

(286) 

in which £0 = Jo° Us (x)dx and 6 is a constant to be deter
mined later. The transformations proposed in equations (28a, 
6) are motivated from the anticipation of developing a series 
solution in powers of x such that when the Prandtl number 
becomes large, the first term of the series solutions shall 
dominate the result and, further, when the surface velocity 
becomes constant, the first term will be comparable with the 
integral solution given in equation (27). 

Making use of equations (28a, b), the energy equation 
becomes 

d20 

d? 

with 

-^*-£M4-#-£}4 
| P r ( x 3 - X ) Bf B$ _ Q 

62 dr) dx 
(29) 

0(x,O)=l , 0(x,°°) = O (30) 

The ranges of the variables are 0 < x ^ 1 and 0 < f < oo. 
When £ = £0, x becomes 0 and f — oo due to the form chosen 
for equation (286). Therefore the entrance condition T(x0, 
y > 0) = Tx given in equation (5) merges into the second con
dition given by equation (30). For the isothermal surface, £0 

= 0 and x = 1 and thus equation (29) reduces to equation 
(20). 

In order to solve equation (29) with the boundary conditions 
(30), the function / is first expanded in a power series of the 
form 

„=, nl b 2b2 •x' + 3!63 x3 + - (31) 

in which the a„ can be obtained by substituting equation (31) 
into equation (12) and equating coefficients having the same 
power of ij. This process yields 

a, = l; a2 = a; a 3 =A; a4 = (2A- l)a + 2£a' 

as=2A(A-l) + (2A-l)a2+2£aa'+2£A' . . . etc. (32) 

where a = a2 = d2f/dr)2 \r)=0 and numerical values of a and its 
derivatives for various values of A may be evaluated from 
equation (14) using the results tabulated in Table 1. 

V M * . »x" 
n = 0 

(33) 

and 

8 0 «.0)=1 ; 0,(£,O) = 02(£,O) = . . . = 0 (34a) 

flott, ») = »!«. «)= =° (34^ 
which satisfies the boundary conditions equation (30). The 0„ 
functions appearing in equation (33) can be obtained by solv
ing a set of differential equations which result from direct 
substitution of equations (31) and (33) into (29) and equating 
coefficients of like powers of x- In order to render the set of 
differential equations satisfied by the 0„ independent of the 
parameters of a particular problem, such as the Prandtl 
number, a, and A, it is necessary to further define 

6 = Pr1/2 

Pr1 

a" 
Pr 

aA 

2Pr 
(35) 

p r3/2 2Pr 3/2 

+ ^ ' l 8 g. 

Pr 

(2A- l )a + 2£a' 
'3,5 , etc. 

2 Pr1/2 J'4 6 Pr3/2 

By using (35), it is found that 0O, 0, and the 0m,„ satisfy the 
following equations 

0," + r07-0 , = -f20o' 

^ l +#2.1 -2*2.1= - W + t f l 

#2,2 + £$2,2 ~~ 202,2 = ~ J3 00 

*3*.l + #3.1 - 303,! = - f 2 0 i , + 2 t f 2 i l 

Kl + &h - 3^3,2 = - f202,2 - r301 + 2f02,2 + f&X 

03",3+r03 ',3-30"3,3=-01+f0O 

03",4 + f03,4-303,4 = - r 2 0< ; 

03",5 + r03,5- 303,5 = - ^ 0 

(36) 

(37) 

(38a) 

(386) 

(39a) 

(396) 

(39c) 

(39d) 

(39c) 

The associated boundary conditions are, respectively, 

0O(O) =1 ,0 , (0) = 02,, (0) = 02,2(O) = 03,, (0) 

= 03,2(O) = 03,4(O) = 03,5(O) = 0 and 0O (oo) 

= 0, (oo) = 62,, (oo) = 022(oo) = 03,, (oo) 

= 03,2(oo) =03 ,3 (oo) = 03 4 (oo) =03 ,5 (oo) = 0 

The primes denote partial differentiation with respect to f. As 
can be seen from examining equations (36) to (39), no 
parameters are present so 0O, 0,, and the 0m„ are universal 
functions and, once obtained, can be tabulated once and for 
all. The solution to equation (36) can be obtained in closed 
form as 

and has the surface derivative 

0 o ' ( O ) = - -0.79788 

(40) 

(41) 

Equations (37), (38a, 6), and (39a-e) were solved numerically 
and the results are presented in Table 3. The surface 
derivatives of these functions are required in order to evaluate 
the surface heat flux. These values are 
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Table 3 Universal temperature functions for (33), step change in surface temperature 

c 

0.00 
0.20 
0.40 
0.60 
0.80 
1.00 
1.20 
1.40 
1.60 
1.80 
2.00 
2.20 
2.40 
2.60 
2.30 
3.00 
3.20 
3.40 
3.60 
3.80 
4.00 
4.20 
4.40 
4.60 
4.80 
5.00 
5.20 
5.40 
5.60 
5.80 
6.00 
6.20 
6.40 
6.60 

6o 

1.000000 
0.841480 
0.689157 
0.548506 
0.423711 
0.317310 
0.230139 
0.161513 
0.109598 
0.071861 
0.045500 
0.027807 
0.016395 
0.009322 
0.005110 
0.002700 
0.001374 
0.000674 
0.000318 
0.000145 
0.000063 
0.000027 
0.000011 
0.000004 

8, 

0.000000 
-0.049895 
-0.098377 
-0.142256 
-0.177443 
-0.200313 
-0.208856 
-0.203262 
-0.185818 
-0.160236 
-0.130732 
-0.101142 
-0.074333 
-0.051970 
-0.034606 
-0.021968 
-0.013306 
-0.007695 
-0.004252 
-0.002245 
-0.001134 
-0.000548 
-0.000253 
-0.000112 
-0.000048 
-0.000019 
-0.000008 
-0.000003 

0 2 , 1 

0.000000 
0.025100 
0.051180 
0.079094 
0.109256 
0.141150 
0.172929 
0.201429 
0.222806 
0.233572 
0.231711 
0.217348 
0.192742 
0.161638 
0.128268 
0.096393 
0.068657 
0.046390 
0.029761 
0.018142 
0.010517 
0.005802 
0.003048 
0.001526 
0.000728 
0.000331 
0.000144 
0.000060 
0.000024 
0.000009 
0.000003 

^ 2 , 2 

0.000000 
-0.040147 
-0.081510 
-0.123960 
-0.165317 
-0.201642 
-0.228363 
-0.241760 
-0.240180 
-0.224534 
-0.197967 
-0.164933 
-0.130067 
-0.097236 
-0.069002 
-0.046534 
-0.029855 
-0.018238 
-0.010618 
-0.005895 
-0.003123 
-0.001579 
-0.000763 
-0.000352 
-0.000156 
-0.000066 
-0.000026 
-0.000010 
-0.000004 

^ 3 , 1 

0.000000 
-0.023733 
-0.049113 
-0.077449 
-0.109727 
-0.146620 
-0.188334 
-0.234226 
-0.282257 
-0.328625 
-0.367950 
-0.394263 
-0.402571 
-0.390442 
-0.358907 
-0.312295 
-0.257071 
-0.200177 
-0.147488 
-0.102870 
-0.067962 
-0.042558 
-0.025278 
-0.014251 
-0.007631 
-0.003884 
-0.001880 
-0.000866 
-0.000380 
-0.000158 
-0.000063 
-0.000024 
-0.000009 
-0.000003 

0 3 , 2 

0.000000 
0.056973 
0.118078 
0.186836 
0.265843 
0.355921 
0.454786 
0.555899 
0.648520 
0.719591 
0.757102 
0.753723 
0.709177 
0.630396 
0.529489 
0.420443 
0.315846 
0.224657 
0.151432 
0.096815 
0.058757 
0.033877 
0.018570 
0.009685 
0.004808 
0.002274 
0.001025 
0.000440 
0.000181 
0.000071 
0.000026 
0.000009 
0.000003 

5 l , 3 

0.000000 
0.018950 
0.035248 
0.046878 
0.052860 
0.053321 
0.049280 
0.042265 
0.033887 
0.025516 
0.018093 
0.012100 
0.007637 
0.004547 
0.002551 
0.001345 
0.000663 
0.000304 
0.000128 
0.000048 
0.000015 
0.000003 

"$},* 

0.000000 
-0.025228 
-0.051026 
-0.076065 
-0.097761 
-0.113378 
-0.120998 
-0.120098 
-0.111614 
-0.097580 
-0.080553 
-0.062908 
-0.046610 
-0.032812 
-0.021977 
-0.014021 
-0.008529 
-0.004951 
-0.002744 
-0.001453 
-0.000736 
-0.000356 
-0.000165 
-0.000073 
-0.000031 
-0.000013 
-0.000005 
-0.000002 

e 3 , s 

0.000000 
-0.037998 
-0.078896 
-0.124894 
-0.176306 
-0.230559 
-0.282163 
-0.323945 
-0.349154 
-0.353567 
-0.336763 
-0.302116 
-0.255664 
-0.204395 
-0.154598 
-0.110777 
-0.075291 
-0.048593 
-0.029815 
-0.017399 
-0.009669 
-0.005120 
-0.002585 
-0.001245 
-0.000572 
-0.000251 
-0.000105 
-0.000042 
-0.000016 
-0.000006 
-0.000002 

Table 4 

A 

-0.10 
0.00 
0.10 
0.20 
0.30 
0.40 
0.50 
0.60 
0.70 
0.80 
0.90 
1.00 
1.10 C 

Func t i o 

f 9 U . - > 
.1616580 
.1427733 
.1249830 
.1081769 
.0922601 
.0771507 
.0627773 
.0490773 
.0359956 
.0234836 
.0114980 
.0000000 
.9889550 

is related to displacement thickness 

f ! ( A , - ) * 1 0 

0.6397114 
0.5925261 
0.5506512 
0.5132896 
0.4797925 
0.4496260 
0.4223478 
0.3975884 
0.3750371 
0.3544303 
0.3355443 
0.3181863 
0.3021920 

f 2 (A ,» ) *10 2 

-1.1794360 
-1.0787448 
-0.9901750 
-0.9118454 
-0.8422305 
-0.7800806 
-0.7243648 
-0.6742252 
-0.6289439 
-0.5879146 
-0.5506246 
-0.5166350 
-0.4855714 

f 3 (A ,» ) *10 2 

1.0646657 
0.9343529 
0.8245072 
0.7314709 
0.6518635 
0.5835758 
0.5244141 
0.4731975 
0.4284974 
0.3890706 
0.3542873 
0.3230290 
0.2969041 

Table 5 Integrals related to momentum thickness 

A 

-0.10 
0.00 
0.10 
0.20 
0.30 
0.40 
0.50 
0.60 
0.70 
0.80 
0.90 
1.00 
1.10 

I I 

0.6459826 
0.6273391 
0.6101746 
0.5943079 
0.5795855 
0.5658766 
0.5530775 
0.5410860 
0.5298286 
0.5192296 
0.5092282 
0.4997767 
0.4908208 

i V i o 1 

0.4607879 
0.4115521 
0.3694283 
0.3331467 
0.3016901 
0.2742637 
0.2502235 
0.2290452 
0.2103055 
0.1936501 
0.1787931 
0.1654876 
0.1535316 

i 3 *m 2 

-0.7629907 
-0.6694243 
-0.5904731 
-0.5233815 
-0.4659998 
-0.4166305 
-0.3739198 
-0.3367859 
-0.3043454 
-0.2758828 
-0.2508115 
-0.2286370 
-0.2089570 

i „ * io 2 

0.8998153 
0.7537328 
0.6360961 
0.5407943 
0.4629735 
0.3982780 
0.3444175 
0.2993911 
0.2613851 
0.2287271 
0.2018328 
0.1782105 
0.1583593 

0,'(O) = - 0.250, ijj',, (0) = 0.12467, 
0£2(O)= -0.19947, 83',! = -0.11719, 
03'2(O) = 0.28125, 03,3(O) = 0.097077, 

<93'4(0) = -0.12500, 03,5(O) = -0.18750 (42) 

3 Important Formula Relating to Momentum and 
Heat Transfer 

Using the solutions for the,/} and 0,- obtained in the previous 
section, the calculation of the local surface shear, the develop
ment of the displacement and momentum thicknesses and the 
local Nusselt number becomes a simple matter. The necessary 
inputs are the surface velocity Us(x) and the temperature 
Ts(x), which may be obtained from experiments. In this sec
tion some important formulas needed for the calculation are 
summarized. 

The local friction coefficient may be expressed in terms of 
universal functions as 

du 
-li-

Ul 

/2w\ 1/2 c dk 
•(—) [fi\A, 0) + 2 £ — / , " ( A , 0 ) 

+ 4?2 - ^ - /«A, 0) + 4? ( - ^ - ) 2 f{ (A, 0) + . . . ] (43) 

The displacement and momentum thicknesses for a con
tinuous moving surface are defined by 

+ 4 ^ - ^ - / 2 ( A , M ) + 4 ^ ( - ^ - ) 2 / 3 ( A > oo) + . . .] 

^ - ^ , 3 ( A ) + (2^)2/4(A) + ...] 

/, = 5o°°/o'2^ Ii = 2\" fifldr, 

(44) 

(45) 

where 

ft 

o fifidi,, h=\a (A '2 + Viftydv 

These boundary layer functions are also tabulated in Tables 
4 and 5 for various values of A. 

Two expressions for the local surface heat flux, one for a 
uniform surface temperature using a Merk type series, and the 
other for a step change in surface temperature, are given 
below. 
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For a uniform surface temperature 

dT\ k(Ts-T„)Us 
qs=-k-

V bi\) dy h=o ( 2 ^ ) 1 / 2 

In terms of the local Nusselt number 

qsx Us x f 36 \ I 

**Ux~ k(T,-T„) ~ (2v£)1/2 V dv ) U o 

where 

\—r-)\ = " 0o'(A, 0) + 2£ V dr; / U=o L 

l , = o 

•0,'(A, 0) 

(46) 

(47) 

+ 4£2 - ^ - 02'(A, 0)+ ( 2 f - ^ - ) 2 03'(A> 0)+ . . .] 

For a step change in surface temperature 

Pr1/2 [/, / 50 \ I 
<7, = *<7;-7-„) ^ T U 7 2 - ( , ~ - ^ T J UO 

(2v€) 

l f =o 

and the local Nusselt number for this case is 

Pr1/2 Us x (_J(>_\ | 

where 

V dt I lr=o 

0.12467a2J 

(48) 

(49) 

(50) 

|X2 + 

0.25a T 0.0997 A 

79788 + _ _ x + [ _ _ _ 
0.125£a'-0.03458a 

Pr J " ' L Pr1/2 

0.3750£a' -0.4688aA-0.1875a 0.11719a3"] 

Pr3 X3 + - .(51) 
6 Pr3/2 

The dimensionless temperature profile equation (33) can be 
recast in terms of universal functions as 

r,2 

e(AA,x)=eM) + Pr 1/2 1 0,(r)x+ fe^ 
2 P r M*2+y? 

ah 

2 P r s / T 1 ^ 

2 £ a ' + a 

Pr1 "3,3 " 2 Pr1 

(2A- l )g + 2ga' 

6 Pr3/2 3,5]x3 (52) 

Using the above information, the calculation of the friction 
coefficient and the surface heat transfer proceeds as follows. 
For a given function Us (x), the corresponding quantities £, A, 
dA/d£, . . . , etc., can be evaluated. For each value of x, the 
corresponding values of a and a ' can be determined from 
Table 1 and the shear stress can be determined. For a specified 
x0 and Prandtl number, the development of the temperature 
profile in the boundary layer downstream of the surface 
discontinuity can be readily obtained from equation (52) with 
the data provided in Table 3. The local surface heat flux can 
be evaluated from equations (46) or (49). 

No approximations or limitations have been imposed in the 
above analysis, and higher order terms in the series solutions 
may be obtained by a straightforward calculation. The ac
curacy of using a finite number of terms in a series solution, 
however, depends upon the convergence of the series. Under 
certian conditions, the series may become semidivergent, in 
which case Euler's summation method [11] may be used for 
summing the series. 

4 Examples and Discussion of Accuracy 

In this section, two examples using different surface velocity 
distributions will be given in order to demonstrate the 

Table 6 Comparison of Nux Rex ~
1 ' 2 for isothermal surface; Rex 

Usxh\ Us = cxm 

Pr 

0.7 

10.0 

m-

0 

1 

0 

1 

Number of Terms in Series, Eq. (50) 

1 

0.4720 

0.6676 

1.7841 

2.5231 

2 

0.3611 

0.4173 

1.6732 

2.2731 

3 

0.3196 

0.3875 

1.6622 

2.2652 

4 

0.3255 

0.4109 

1.6769 

2.2990 

Eq. 

(47) 

0.3493 

0.4539 

1.6803 

2.3080 

Ref. 

[4] 

0.3492 

_ 
1.6804 

_ 

Upper 
Bound 
Error 

-0.0681 

-0.0947 

-0.002 

-0.004 

usefulness and the accuracy of the series solution presented in 
this paper. They include the power law surface velocity and 
the linearly stretching surface velocity with nonzero slot 
velocity. Whenever possible, the results for the velocity and 
the temperature fields are compared with results available in 
the literature. 

Inspection of the series solution equations (49) or (50) 
reveals that the first term in the series mathematically 
represents the exact solution to the problem when the velocity 
profile in the boundary layer is linear. The remainder of the 
terms in the series may therefore be considered as corrections 
for the departure of the actual velocity profile from being 
linear. The boundary layer on the continuously moving sur
face originates at the slot and grows in the direction of motion 
of the surface. Therefore, for a large Prandtl number fluid 
and a constant surface temperature, the thermal boundary 
layer thickness is comparatively thinner than the momentum 
boundary layer and only the first term solution in the series of 
equations (49) or (50) is needed for an accurate result. For the 
case of a step change in surface temperature, the thermal 
boundary layer is thin for a short distance downstream of the 
point of temperature discontinuity (Fig. 1), regardless of the 
Prandtl number. For this region, corrections to the linear 
velocity profile results are small. At larger downstream 
distances where the thermal boundary layer has had signifi
cant development, the thermal boundary layer thickness, 
depending on the Prandtl number, may be much greater than 
the momentum boundary layer thickness. 

4.1 Surface Velocity Proportional to a Power of Distance 
Measured From the Slot for an Isothermal Surface. Consider 
a surface velocity of the form 

Us = cxm (53) 

in which c and m are constants. 
For constant surface velocity, i.e., m = 0, cf Rej / 2 = 

0.8875 and Nux Rex-1/2 = 0.3493 (for Pr = 0.7), which are in 
excellent agreement with the results reported in [2, 4]. 

The accuracy of equation (50) for a step change in surface 
temperature may be examined by comparing numerical values 
evaluated by using equation (50) for the isothermal case with 
those obtained from equation (47). The maximum error from 
using a finite number of terms in the series of equation (50) for 
a given Prandtl number will occur when x = 1. which is the 
largest value that x can have for the isothermal case. A com
parison was done for Nux Re~ W2 for m = 0 and 1 and for Pr 
= 0.7 and 10 with the numbers of terms used in the series. The 
first term dominates the solution and the convergence of the 
series can be seen from the number of terms used in the 
calculation. In general, equation (50) underpredicts the local 
Nusselt number. As the Prandtl number increases, the error is 
expected to become smaller. To increase the accuracy for 
smaller Prandtl numbers, more terms may be required in the 
series of (50). 

If the surface velocity is constant but the surface 
temperature has a step change at x0, for Pr - °°, equation (5) 
reduces to 

Nu, Re - 1 / 2 P r ~ 1 / 2 = 0.56419 [-3 (54) 
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Table 7 C/ Re x
1 ' 2 for surface velocity, Us/U0 1 + x/L, 

( , . 
-iidu/dy\y = 0 

2 

, Re = U 0 x / ^ 

A 

0.1 

0.2 

0.3 

0.4 

0.5 

0.6 

0.7 

0.8 

X/L 

0.0541 

0,1180 

0.1952 

0.2910 

0.4140 

0.5811 

0.8257 

1.2361 

Number 

1 

0.93696 

0.98042 

1.01746 

1.04722 

1.06829 

1.07818 

1.07209 

1.03953 

j>f Terms 

2 

0.92433 

0.96018 

0.99346 

1.02246 

1.04502 

1.05811 

1.05645 

1.02878 

n Series 

3 

0.92365 

0.95804 

0.98974 

1.01744 

1.03926 

1.05228 

1.05128 

1.02473 

Eq.(43) 

4 

0.92234 

0.95723 

0.98860 

1.01618 

1.03811 

1.05139 

1.05017 

1.02444 

which, if the constant 0.56419 is replaced by 0.5305, becomes 
identical to the results obtained using the integral method. 

4.2 Linearly Stretched Surface With Nonzero Slot Veloc
ity. In the previous example, the functional form chosen for 
the velocity profile give the unrealistic surface velocity at the 
slot (x = 0) to be zero, which is only an approximation to the 
real problem. In order to illustrate how a friction coefficient 
and Nusselt number can be evaluated for a linearly stretched 
surface with a nonzero slot velocity, the surface velocity func
tional form is taken as 

x 

= 1 +T 
(55) 

where L is the inverse of the absolute magnitude of the veloc
ity gradient (d/dx) (Us/U0) and U0 is the velocity of the sur
face at the slot. The surface velocity given by equation (55) is 
analogous to the velocity at the edge of the ordinary boundary 
layer in the accelerated flow over an inclined flat surface. The 
coordinates and the parameters corresponding to (55) are 

(x xl \ 'TO+-TT) 

2€-
dk 

~df 
(>+T)' ' 

4£2 = - 3 2 -

/ x 1 x2 \ '• 

0*T)' 
(56) 

The computed local surface friction data expressed as cf Re.J/2 

are summarized in Table 7. In this table, data calculated using 
a different number of terms in the series are presented in order 
to illustrate the series convergence. It can be seen that the 
series is dominated by the first term. No data could be found 
in the literature for comparison with the present results. 

The local heat transfer coefficient, expressed as Nu^ • 
Re / 1 / 2 , for an isothermal surface in a fluid of Prandtl number 
= 0.7, is summarized in Table 8. Again, no data could be 
found for comparison, and therefore the results are presented 
for the two equations obtained in this work. As shown in 
Table 8, the results are in reasonable agreement. 

5 Conclusions 

An analysis was made of the flow and heat transfer occur
ring in the laminar boundary layer on a continuously moving 
surface with arbitrary surface velocity. Two solution methods 
were presented for the energy equation, one for a uniform sur
face temperature and the other for a step change in surface 
temperature. 

Table 8 Local heaf transfer parameter, Nux R e x
- 1 ' 2 for linearly 

stretched surface with nonzero slot velocity Us = U0(1 + x/L), isother
mal surface, Pr = 0.7 

A 

0.1 

0.2 

0.3 

0.4 

0.5 

0.6 

0.7 

0.8 

x/L 

0.0541 

0.11803 

0.1952 

0.2910 

0.4142 

0.5811 

0.8257 

1.23607 

Eq.(47),4 terms 

0.35996 

0.37246 

0.38738 

0.40598* 

0.42933* 

0.46796* 

0.48260* 

0.54810* 

Eq.(50),4 terms 

0.34336 

0.35391 

0.36684 

0.38301 

0.40373 

0.43134 

0.47048 

0.53234 

* Euler s Summation 

The appropriate series expansions for the velocity function/ 
and the dimensionless temperature 6 for uniform surface 
temperature are presented and the significant surface 
derivatives of the associated universal functions for the first 
four terms of the series have been tabulated for a wide range 
of the surface velocity parameter A and the Prandtl number. 
With the aid of these tables, the local friction coefficient and 
the heat transfer rate can be readily computed once the surface 
velocity distribution is specified. The evaluation of the 
displacement and the momentum thicknesses can also be 
readily accomplished using the tabulated integral functions. 

The essential feature of the analysis for the nonisothermal 
surface is to first obtain the solution for a step change in sur
face temperature. New series solutions for the temperature 
profile and the surface heat flux are expressed in terms of the 
Prandtl number and the surface velocity parameter. It is 
shown that the local Nusselt number for a large Prandtl 
number is proportional to the one-half power of the Prandtl 
number. The solution obtained for a step discontinuity in sur
face temperature may be applied to obtain the solution to 
problems with any arbitrarily prescribed surface temperature 
variation by the use of Duhamel's integral or by numerical 
superposition [12]. However, the actual measurement of the 
filament surface temperature is very difficult to accomplish, 
and its prediction becomes very important for engineering ap
plications. By the use of Duhamel's integral, the heat flux at 
the surface due to variable surface temperature r s (£) can be 
written as 

dT 
-k— = k[Ts(p)-

dy 
7-J-

Pr1/2 U, 

(2vS)' 
(-JUL de \ 

df /r=o,x=i 

kPrm U, f« 

OS)1 Jo V x d£ /r=o 

dTs 

dlo 
dZ0 (57) 

in which Ts(0) is the surface temperature at the slot. Assuming 
the thickness of the moving surface is 25(f) and using the 
energy balance equation for the filament with the neglection 
of heat conduction in the x direction, the surface temperature 
of the filament will satisfy the following integral equation 

-^-msCps[Ts(0)-TAM 

klT^-T^Pr1'2 f* 1 

+-
ArPr1 

{2vfn Jo i"2 \ dt ) 

O)1 !;[!.*( 
l 

tl/2 

W \ dT, 

r=o,x=i 
dt 

df )-£*]• 
df (58) 

dh 
where the Kernels, ( -d0/df) f = o > x = 1 and (-dd/d$)i=a can be 
obtained from equation (50). The mass ejection rate ms = 
2BpUs is assumed to be constant. 
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Equation (58) is the general integral equation for predicting 
the surface temperature 7^, and can be solved by a finite dif
ference numerical method. No attempt will be made in this 
paper to obtain the solution of (58). However, as one can see 
equation (58) together with the Kernel ( - d0/df)f=o obtained 
by the present analysis provides a much simpler means for ob
taining the surface temperature as compared to the 
straightforward finite difference schemes of [10]. 

A great advantange of the present method is that one can 
refine the solution by obtaining more terms in the series in a 
straightforward manner, as described in the text. 

For engineering calculations, it is recommended that the 
term a' appearing in the expression for ( - d0/9f)lf=o m 

equation (50) can be neglected without introducing a signifi
cant error since it appears in the fourth term of the series. By 
using the data provided in the tables, the formulas presented 
in this paper provide a general and rapid calculation method 
for the local shear stress and heat flux for any prescribed sur
face velocity or temperature conditions as any yet presented in 
the literature. 

References 

1 Sakiadis, B. C , "Boundary-Layer Behavior on Continuous Solid Surfaces: 
I. The Boundary-Layer Equations for Two-Dimensional and Axisymmetric 
Flow," AIChE Journal, Vol. 7, Mar. 1961, pp. 26-28. 

2 Sakiadis, B. C , "Boundary-Layer Behavior on Continuous Solid Surfaces: 
II. The Boundary-Layer on a Continuous Flat Surface," AIChE Journal, Vol. 
7, No. 2, June 1961, pp. 221-225. 

3 Sakiadis, B. C , "Boundary-Layer Behavior on Continuous Solid Surfaces: 
III. The Boundary-Layer on a Continuous Cylindrical Surface," AIChE Jour
nal, Vol. 7, No. 3, Sept. 1961, pp. 467-472. 

4 Tsou, F. K., Sparrow, E. M., and Goldstein, R. J., "Flow and Heat 
Transfer in the Boundary-Layer on a Continuous Moving Surface," Int. J. of 
Heat and Mass Transfer, Vol. 10, 1967, pp. 219-235. 

5 Vleggaar, J., "Laminar Boundary-Layer Behavior on Continuous Ac
celerating Surfaces," Chemical Engineering Science, Vol. 32, 1977, pp. 
1517-1525. 

6 Gupta, P. S., and Gupta, A. S., "Heat and Mass Transfer on a Stretching 
Sheet With Suction and Blowing," Canadian Journal of Chemical Engineering, 
Vol. 55, No. 6, 1977, pp. 744-746. 

7 Soundalgekar, V. M., and Ramana Murty, T. V., "Heat Transfer Past a 
Continuous Moving Plate With Variable Temperature," Warme- und 
Stuffubertragung, Vol. 14, 1980, pp. 91-93. 

8 Grubka, L. J., and Bobba, K. M., "Heat Transfer Characteristics of a 
Continuous Stretching Surface With Variable Temperature," private com
munication, Oct. 1983. 

9 Chao, B. T., and Fagbenle, R. O., "On Merk's Method of Calculating 
Boundary Layer Transfer," Int. J. of Heat and Mass Transfer, Vol. 17, 1974, 
pp. 223-240. 

10 Erickson, L. E., Cha, L. C , and Fan, L. T., "The Cooling of a Moving 
Continuous Flat Sheet," AIChE Chemical Engineering Progress Symposium, 
Eighth National Heat Transfer Conference, Los Angeles, Calfornia, Aug. 1965. 

11 Meksyn, D., New Methods in Laminar Boundary-Layer Theory, 
Pergamon Press, Oxford, 1961. 

12 Kays, W. M, and Crawford, M. E., Convective Heat and Mass Transfer, 
2nd ed., McGraw-Hill, New York, 1980. 

Journal of Heat Transfer AUGUST 1986, Vol. 108/539 

Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



H. J. Carper, Jr. 
Department of Mechanical Engineering, 

Texas Tech University, 
Lubbock, TX 79409 

Mem.ASME 

J.J . Saavedra 
Mechanical Engineering Department, 

Intel Corporation, 
Phoenix, AZ 

T. Suwanprateep 
Department of Mechanical Engineering, 

Kasetsart University, 
Bangkok, Thailand 

Liquid Jet Impingement Cooling of 
a Rotating Disk 
Results are presented from an experimental study conducted to determine the 
average convective heat transfer coefficient for the side of a rotating disk, with an 
approximately uniform surface temperature, cooled by a single liquid jet of oil im
pinging normal to the surface. Tests were conducted over a range of jet flow rates, 
jet temperatures, jet radial positions, and disk angular velocities with various com
binations of three jet nozzle and disk diameters. Correlations are presented that 
relate the average Nusselt number to rotational Reynolds number, jet Reynolds 
number, jet Prandtl number, and dimensionless jet radial position. 

Introduction 

Impinging jets are used for heating and cooling purposes in 
numerous industrial applications, their principal advantage 
being that relatively high convective heat transfer coefficients 
can be obtained for a given mass flow rate. Many applications 
involve the submerged jet, where the surrounding environ
ment is the same fluid as the jet, this fluid typically being air. 
Other applications involve an unsubmerged jet, where a jet of 
liquid impinges on a surface in a gaseous environment. 

Due to the complex nature of the flow field associated with 
an impinging jet, most investigations have been experimental 
with the resulting correlations being used in schemes for 
predicting surface heat transfer rates. Examples of impinge
ment surface and jet configuration combinations that have 
been investigated experimentally include a submerged jet, or 
an array of such jets, impinging on stationary flat or curved 
surfaces [1-6], a submerged jet impinging on a rotating disk 
[7], an unsubmerged liquid jet impinging on a stationary sur
face [8-10], and an unsubmerged liquid jet impinging on a 
rotating disk [10]. One practical application of this latter case, 
which is addressed by the present study, involves a common 
cooling technique employed in many power transmission gear
ing mechanisms where a jet of the liquid lubricant is directed 
to impinge on a frictionally heated component such as a bear
ing or gear. The mechanisms which employ this technique 
typically involve high rotational speeds where the bearings and 
gears are not immersed in the lubricant because of the pro
hibitively high churning losses that would result. The jet mass 
flow rate is generally much higher than that required to pro
vide lubricant for the lubrication process, the main purpose of 
the relatively high flow rate being to provide the necessary 
cooling of the rotating component through convective heat 
transfer to the liquid lubricant. In order to design for adequate 
cooling, or to optimize the cooling in the interest of minimiz
ing pumping power requirements and the size and weight of 
cooling system components, convective heat transfer coeffi
cients associated with unsubmerged liquid jets impinging on 
rotating surfaces are needed. The work reported in [10] was 
undertaken as a first step toward providing such data. 

Reference [10] presents results for the case of a single cir
cular jet of oil impinging normal to the face of a disk rotating 
in an air environment, a configuration intended to represent 
impingement on the side of a rotating machine element such as 
a gear. In that study, tests were conducted for a range of jet 
mass flow rates and disk angular velocities with various com
binations of jet nozzle diameter and disk diameter. The jet 
flow conditions were maintained such that the jet was laminar 

for all experiments. For the majority of the experiments, the 
axis of the jet was coincident with the axis of rotation of the 
disk (axisymmetric impingement), although limited ex
periments were conducted to determine the effect of locating 
the jet axis at other radial positions (asymmetric impinge
ment). Jet Prandtl number Pr was held constant at 270, and 
the difference between the approximately uniform disk sur
face temperature Ts and the temperature of the impinging jet 
Tj was maintained small to minimize property variations in 
the oil layer flowing over the disk surface. The heat transfer 
being dominated by the relatively thin liquid layer flowing 
over the disk surface away from the stagnation region beneath 
the jet, and the adiabatic wall temperature being approximate
ly equal to that of the jet, the average convective heat transfer 
coefficient for the side of the disk was defined as 

h- (1) 
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A(TS-Tj) 
It was found that the data could be reasonably well correlated 
with the Nusselt number based on disk diameter NUQ, given in 
terms of the rotational Reynolds number Rer and the jet 
Reynolds number Re,. All three of these dimensionless 
variables were calculated using the oil properties evaluated at 
the temperature of the jet 7). The present study was under
taken to determine the effect of Pr, to define more completely 
the effect of the radial location of the jet, and to include these 
variables, along with Rer and Re,, in a concise relationship for 
Nufl. 

Experimental Apparatus and Procedures 

Test Facility. The experimental test facility is shown in Fig. 
1. The facility employs an aluminum disk which rotates in a 
horizontal plane inside a stainless steel cylindrical enclosure, 
0.603 m in diameter and 0.387 m high, fitted with a 
transparent cover. The disk is encased in thermal insulation 
around its periphery and on its bottom side, with the top side 
serving as the heat transfer surface. The insulated disk, in
strumented with embedded thermocouples and a thin, cir
cular, electrical resistance heater on its botton side, is held in 
an aluminum housing which is attached to a hollow drive shaft 
driven by a variable-speed electric motor. Leads from the ther
mocouples and heater are routed through the hollow drive 
shaft and attached to a mercury slip ring which is used to sup
ply power to the disk heater and to transmit voltage signals 
from the disk thermocouples to a potentiometer for determin
ing disk temperature. Wattmeters are provided to measure the 
power supplied to the disk heater, and an electronic counter is 
used to determine the angular velocity of the disk. 

Oil is drawn from a heated, temperature-controlled reser
voir by a positive displacement gear pump and is supplied to a 
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thermally insulated plenum chamber mounted above the 
enclosure. A thermocouple is inserted into the plenum for 
determining the oil temperature in the plenum, and a pressure 
tap is provided for measuring plenum pressure with bourdon 
gages. Extending downward from the plenum is a nozzle from 
which the oil issues as a free jet and impinges on the top side of 
the disk. After flowing over the disk, the oil collects in the bot
tom of the enclosure, flows out a drain to a heat exchanger 
used for cooling the oil, and then returns to the reservoir. Jet 
mass flow rate is controlled by the use of valves and a bypass 
line arrangement. 

Disks and Nozzles. Disks with diameter D of 10.0, 20.0, and 
28.3 cm were employed in this study. All disks are 2.54 cm 
thick and were machined from the same piece of 7075-T6 
aluminum, a material with a relatively high thermal conduc
tivity of 121.4 W/m-K, which was chosen to provide a disk 
surface temperature as uniform as possible. The material used 
to insulate each disk is a nylon which has a relatively low ther
mal conductivity of 2.94 W/m-K. This nylon was machined to 
provide an insulation thickness of 1.27 cm both at the 
periphery and on the bottom of each disk. 

For determining disk surface temperature, each disk is pro
vided with three type K thermocouples, made from 0.254-mm-
dia wire with a small spherical bead forming the junction. 
Each thermocouple bead is located within 1.6 mm of the heat 
transfer surface, having been inserted into a blind hole drilled 
from the bottom side of the disk, and is held in place with 
thermally conductive cement. For all disks, one of the three 
thermocouples is located within about 3 mm of the disk 
periphery. For the disks used in the experiments with axisym-
metric impingement, the other two thermocouples are located 
at r/R = 0 and 0.5, while for the disks used in the experiments 
with asymmetric impingement they are located at r/R = 0.33 
and 0.70. All thermocouples were checked prior to installation 
and were found to be accurate to within ±0.3 K at 273 K. 

The nozzle is a straight stainless steel tube, 0.305 m long, 
with constant internal diameter. Three different nozzles with 
diameter d of 0.2, 0.4, and 0.8 cm were used in the ex
periments. Each nozzle is flared at the entry to provide a 
smooth flow transition as the oil enters the nozzle from the 
plenum, and each nozzle is wrapped with thermal insulation 
over its length to minimize the temperature drop in the oil be
tween the plenum and the nozzle exit. Calibrations were con
ducted to determine jet mass flow rate as a function of plenum 
pressure and temperature for all three nozzles over the com
plete range of operating conditions employed in the 
experiments. 

Test Oil. The oil used in the experiments is a commercially 
available petroleum-base heat transfer fluid. Equations for the 
properties as a function of absolute temperature were deter
mined from data supplied by the manufacturer. The oil 
temperature range employed in the present study, 320 K to 375 
K, falls well within the range of temperatures for which the 
property data apply. The property equations are 

Oil Supply 

Flexible 
Coupling 

Mercury 
Slipring 

Variable-Speed 
Motor 

Fig. 1 Experimental test facility 

£ = 0.1623- 1.383 x l 0 " 4 r 

^ = 686.4 + 3.8337* 
:10-6[log-1[log-1(9.937549-3.898842log T)]-0.6] 

p= 1063.2 -0.709647-

(2) 

(3) 

5) 

(4) 

(5) 

Experimental Procedures. For all experiments the free jet 
was maintained laminar with the spacing between the nozzle 
exit and the disk surface set to about 4 cm. It was experimen
tally determined that there was no effect of this spacing on 
disk heat transfer as long as the jet did not undergo transition 
from a laminar to a turbulent condition before impinging on 
the disk. Metzger et al. [9] also found no effect of jet exit-to-
disk spacing over the range of from one to three nozzle 
diameters. 

Each experiment was conducted at steady-state conditions, 
and the averageconvective heat transfer coefficient for the 
side of the disk h was obtained from equation (1). Due to the 
relatively low emissivity of the aluminum surface and the low 
disk temperatures involved, the radiation heat transfer loss 
from the disk surface is negligible in comparison with the con-
vective heat transfer due to the impinging jet. The heat 
transfer through the disk insulation is also relatively small, but 
was accounted for by subtracting a small correction from the 
disk heater wattmeter reading to obtain q. This correction, 
which was determined in separate tests for each disk assembly, 
amounted to less than a 4 percent correction to h. 

For the case of axisymmetric impingement, the deviation 

Nomenclature 

A = disk surface area exposed to 
impinging jet 

cp = specific heat of test oil (equa
tion (3)), J/kg-K 

d = jet nozzle diameter 
D = disk diameter 
h = average convective heat 

transfer coefficient 
k = thermal conductivity of test 

oil (equation (2)), W/m-K 
Nu c = average Nusselt number 

= hD/k 

Pr 

R = 
Re,- = 

Re,. 

jet Prandtl number = /icp/k 
rate of heat transfer from 
disk surface by convection 
radial coordinate of the im
pingement point 
disk radius 
jet Reynolds number 
= dUj/v 
rotational Reynolds number 
= wD2/p 
absolute temperature (equa
tions (2-5)), K 

T, 
T, 

u, 
/* 
V 

P 

CO 

jet temperature 
disk surface temperature 
average jet velocity 
absolute viscosity of test oil 
kinematic viscosity of test oil 
(equation (4)), mVs 
density of test oil (equation 
(5)), kg/m3 

angular velocity of disk 
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from the desired uniform disk surface temperature condition 
was spot checked over the complete range of operating condi
tions with all three disks. The temperature difference between 
the disk center and the edge was usually less than 1 K, the 
largest difference of about 1 K being observed with the 
28.3-cm-dia disk. In most cases, the average of the three ther
mocouple readings was very nearly the same as the 
temperature indicated by the thermocouple at r/R = 0.5. 
Thus for all experiments with axisymmetric impingement, the 
temperature indicated by this thermocouple was taken as the 
average disk temperature Ts. For the case of asymmetric im
pingement, thermocouple readings from all three disk ther
mocouples, which agreed to within less than 1 K, were ob
tained for all tests, and the average was used for Ts. For all ex
periments, the difference between the average disk 
temperature and the jet temperature, the latter being taken to 
be the temperature of the oil in the plenum, was maintained at 
about 3 K. This relatively small temperature difference was 
chosen as a compromise between the desire to obtain 
reasonable accuracy in the determination of h and the desire 
to minimize property variations in the oil layer flowing over 
the disk. 

An uncertainty analysis based on the methods of [11] was 
conducted which gave an uncertainty in h of approximately 
± 13 percent. Further details concerning the experimental ap
paratus and procedures are contained in [12, 13]. 

Range of Experimental Parameters 
Experiments were conducted for three nominal values of 7} 

of 375 K, 330.7 K, and 320.1 K resulting in nominal values of 
Pr of 87, 270, and 400, respectively. The lowest and highest 
values of Pr were fixed by the oil heating and cooling 
capabilities of the experimental apparatus when operating 
under a steady-state condition. The value of Pr of 270 was 
chosen for direct comparison with the results of [10]. At each 
Pr, experiments were conducted with various combinations of 
jet mass flow rate, nozzle diameter, disk diameter, disk 
angular velocity, and jet radial position. Table 1 presents the 
ranges of the dimensionless variables where the oil properties 
appearing in each variable have been evaluated at 7). At each 
Pr, data were obtained for at least three values of Re,, and for 
each combination of Pr and Re,, from five to eight values of 
Rer were selected over each range of Rer shown in the table. 
The values for Pr and Re, shown in the table are nominal 
values; actual values of these parameters varied from experi
ment to experiment by about ± 5 percent from the nominal. 
For all combinations of Pr, Re,, and Rer, data were obtained 
for axisymmetric impingement where the dimensionless jet 
radial position r/R is zero. For selected combinations of Pr, 
Re,, and Rer, data were also obtained for asymmetric im
pingement with values of r/R = 0.2, 0.4, 0.6, and 0.8. 

Results for Axisymmetric Impingement 
Effect of Rotational Reynolds Number and Jet Reynolds 

Number. Selected results for impingement with the nozzle axis 
at r/R = 0 are presented in Fiĝ _2 where, to show the effect of 
rotational Reynolds number, NuD is plotted versus Rer on 
logarithmic coordinates for the three values of Pr. For Pr = 
87 (Fig. 2a), data are included for the minimum, the max
imum, and one intermediate value of Re,. For Pr = 270 (Fig. 
2b) and 400 (Fig. 2c), data are included only for the minimum 
and the maximum Re,, the data for intermediate Re, having 
been omitted for clarity. The various combinations of D and d 
used to obtain these data are indicated in the figure. The best-
fit straight line drawn for each Pr-Re, combination is seen to 
fit the data reasonably well. 

In Fig. 3, NuB is plotted versus Re, for the three values of 
Pr. For each Pr, data are presented for three values of Rer, the 
highest and lowest being representative of the maximum and 
minimum values of Rer employed in the experiments. Data for 
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Fig. 2 Effect of Re, on NuD for various Re, for three different Pr: (a) Pr 
= 87, (b) Pr = 270, (c) Pr = 400; r/R = 0 

one intermediate value of Rer are shown, the data for other in
termediate Rer again being omitted for clarity. The various 
combinations of D and d used to obtain these data are also in
dicated in the figure. The data were selected for the plot such 
that the Rer for each data point does not deviate by more than 
± 5 percent from the nominal Rer indicated for each curve. 
Again, the best-fit straight line drawn for each Pr-Rer com
bination fits the data reasonably well. 

As seen in Fig. 3, for each of the three Pr there is a consis
tent tendency for the slope of the Nup versus Re, curves to in
crease as Rer increases. A similar trend can be seen rn^Fig. 2 
where for Pr = 87 and 270 the slope of the curves of NuD ver
sus Rer increases as Re,- is increased. This trend is not observed 
for Pr = 400 in Fig. 2 probably because for the data obtained 
with Re,- = 1300, the maximum value of Re,, employed for the 
tests with Pr = 400 was about half that employed for the tests 
with Pr = 87 and 270. This change in slope is probably the 
result of transition from laminar to turbulent flow in the oil 
layer flowing away from the stagnation region; however, no 
criterion for transition for this particular flow situation has 
been established. To establish such a criterion, which would 
most likely involve a dependence on both Re, and Rer, would 
require a more elaborate experimental setup that would enable 
the determination of local heat transfer coefficients as a func
tion of the radial coordinate r. 

Qualitatively, the behavior of Nufl with Rer and Re, at Pr 
= 270 is in agreement with the results of [10], in that the data 
are relatively well correlated through the use of Re,, and 
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Re,, and NuD increases exponentially as either of these two 
dimensionless variables is increased while the other is held 
constant. A quantitative comparison between the results of the 
present study and those of [10] is given when the correlation of 
results is discussed. 

Effect of Disk-to-Nozzle Diameter Ratio. Due to limitations 
on the maximum and minimum values of the disk angular 
velocity, the entire range of Rer was not covered with any one 
disk diameter. Rather, as can be seen in Fig. 2, the lower 
values of Rer were obtained with D = 10 cm, the intermediate 
values with D — 20 cm, and the higher values with D = 28.3 
cm. However, it can also be seen in Fig. 2 that for most Re ,̂ 
the Rer range obtained with D = 20 cm overlaps that obtained 
with D = 10 cm, the Rer range obtained with D = 28.3 cm 
overlaps that obtained with D = 20 cm, and for many cases 
either two or all three disks were used to obtain approximately 
the same Rer. Since, as indicated in Fig. 2, the data shown for 
each curve of constant Re,- were obtained with a single nozzle 
diameter, then in those cases where the same Rer was obtained 
with different D there are represented two or three values of 
D/d. For the^examples of these cases shown in Fig. 2, it can be 
seen that Nup is approximately the same regardless of the 
value of D/d. In fact, no effect of D/d was observed over any 
of the range covered by the present study which was 12.5 < 
D/d < 141.5. That D/d has little or no effect over the range 

covered by the present study is in agreement with the work 
reported in [10], where the D/d range was 6.3 < D/d s 100. 
This may be contrasted with the results presented by Metzger 
et al._[9], which for oil impingement on a stationary disk show 
that NuD increases with increasing D/d for D/d < 25. From 
the results of the present study, it appears that the effect of 
rotation is to reduce or eliminate the influence of D/d in this 
range. 

Effect of Jet Prandtl Number. The effect of the jet Prandtl 
number for axisymmetric impingement is shown in Fig. 4 
where NuD is plotted versus Pr for various Rer for nominal 
values of Re, of 225 (Fig. 4a), 630 (Fig. 4b), and 1300 (Fig. 
4c). The data were selected for this plot such that the Rer for 
each data point shown does not deviate by more than about 
± 5 percent from the nominal Re,, indicated for each curve. 
The legend of the figure shows the various combinations of d 
and D used to obtain the data. The curves drawn through the 
data have been sketched in by eye. 

The plot shows that for any Rey-Re,. combination, Nufl in
creases with an increase in Pr. However, for certain values of 
Rer the effect of Pr is noticeably dependent upon Rey-. This 
can be seen for Rer = 52,000 and 104,000 where in the range 
87 < Pr < 270 the effect of Pr continually decreases as Re, is 
increased. Whether or not this trend prevails at lower Rer is 
not known since, in general, data for Pr = 87 were not ob
tained at the two lowest values of Rer for the various Re,-. 
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Results for Asymmetric Impingement 
Examples of the variation of NuD with dimensionless jet 

radial position r/R are shown in Figs. 5, 6, and 7 where, in 
each figure, Nufl has been plotted versus 1 - r/R for various 
Re, for two values of Rey. Figure 5 is for Pr = 87 with Re,- = 
180 and 1040, Fig. 6 is for Pr = 270 with Re,- = 225 and 1300, 
and Fig. 7 is for Pr = 400 with Re; = 225 and 1300. The disk 

NuD 

(a) Re, = 225 (d = 0.4 cm) 

153,000 

52,000 

Re, = 16,000 

NuD 

-

-
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— 
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Fig. 7 Effect of r/R on Nu/j for various Rer for two different Re,-: 
(a) Re; = 225, (b) Rey = 1300; Pr = 400 

and nozzle diameters used to obtain the data are indicated in 
the figures. The curves drawn through the data have been 
sketched in by eye. 

For these experiments where r/R ^ 0, data were obtained 
only with the 10- and 20-cm-dia disks. In general, as with the 
experiments conducted for r/R = 0 , the smaller disk was used 
to obtain the lower values of Rer, and the larger disk was used 
to obtain the higher values of Rer. However, data were ob
tained in a few cases with the two disks being used to produce 
the same Re,, with the results indicating that the dimensionless 
radial position of the jet r/R can be used to correlate the data. 
These results can be seen in Figs. 6 and 7 for Rer = 52,000. 

Examination of Figs. 5, 6, and 7 shows that, in general, 
regardless of the values of_Pr and Re,, at low Rer there is a 
nonmonotonic behavior of Nufl with r/R, NuD first increas
ing to a maximum occuring at r/R = 0.4, and then decreasing 
with further increase in r/R. The one exception to this is seen 
in Fig. 1(b) where at Rer = 16,000, NuD decreases mon-
otonically with increasing r/R. Figures 5,6, and 7 also show 
that, again regardless of the values of Pr and Re,, at higher 
values of Rer, NuB decreases monotonically with an 
increase in r/R. Although not all the data have been presented 
here, for any given Pr and Re,- the nonmonotonic behavior 
was never observed for Rer > 100,000, and the maximum 
value of NuD was always observed to occur at r/R — 0.4. 

The fact that the nonmonotonic behavior occurs only at low 
Rer most likely indicates that at low Rer the jet tends to 
dominate the heat transfer process, but that heat transfer can 
be enhanced by displacing the jet radially to introduce the 
beneficial effect of increasing the disk surface velocity beneath 
the jet. However, continuing to increase r/R eventually results 
in a starvation condition where some portion of the surface is 
not covered by the oil film. Visual observation of the oil film 
flowing over the disk surface verified that this occurs. On the 
other hand, at high Rer the rotationally induced flow field 
tends to dominate the heat transfer process, and displacing_the 
jet away from r/R = 0 results in a monotonic decrease in NuD 
as the disk surface is less effectively bathed by the oil film. 
For the range of variables employed in this study, the en
hancement of the heat transfer process by radial displacement 
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Table 1 Ranges of experimental parameters 

Pr Re,-

180 
225 
630 
630 
1040 
1300 
225 
225 
580 
630 
1300 
1300 
225 
225 
630 
630 
1300 
1300 

Range of Rer 

25,000-300,000 
50,000-510,000 
25,000-505,000 
25,000-300,000 
25,000-300,000 
50,000-500,000 
16,000-440,000 
16,000-165,000 
16,000-435,000 
25,000-545,000 
16,000-535,000 
16,000-435,000 
16,000-430,000 
16,000-155,000 
16,000-430,000 
16,000-155,000 
16,000-230,000 
16,000-160,000 

Range of r/R 

0-0.8 
0 
0 

0-0.8 
0-0.8 
0 
0 

0-0.8 
0-0.8 
0 
0 

0-0.8 
0 

0-0.8 
0 

0-0.8 
0 

0-0.8 

87 

270 

400 

10" 
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6 
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Fig. 8 Correlation of results for axisymmetric impingement 
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Fig. 9 Correlation of results for asymmetric impingement 

of the jet is not very significant, the maximum value of Nufl 

typically being less than 15 percent greater than that for r/R 
= 0. The data of Figs. 5, 6, and 7 also show that, similar 
to the case where r/R = 0, at any given value of r/R ^ 0, Nufl 

increases monotonically with an increase in Re,., Re,, and Pr 
as any one of these three parameters is varied while the other 
two are held constant. 

Correlation of Results 

The data were analyzed in various ways in order to develop 
reasonably simple correlations of Nufl in terms of the dimen-
sionless variables of Rer, Re,, Pr, and r/R. The best represen
tation of the data was obtained with two correlations, one for 
the axisymmetric case and one for the asymmetric case. For 
the axisymmetric case, a multiple linear regression analysis, 
which neglects the nonlinear behavior of NuD with Pr as seen 
in Fig. 4, yielded the correlating equation 

NuD = 0.097 Re?-384 Re?-459 Pr0-448 (6) 

which represents 95 percent of the 200 data points to within 
± 30 percent and is considered to be applicable for the ranges 

16,000<Rer<545,000 

180<Re ;<1300 

87<Pr<400 

/•//? = 0 

The fit between all the data for r/R = 0 and equation (6) is 
shown in Fig. 8. Also shown in Fig. 8 are the data from [10], 
which were obtained with the same basic test apparatus, ex
perimental procedures, and jet nozzles as used in the present 
study, but with different disk models with diameters of 5, 10, 
and 20 cm and a different petroleum-base oil. The ranges of 
the dimensionless variables in that study were 6250 < Rer 

< 400,000 and 230 < Re, < 1800. As mentioned previously, 
Pr was held constant at 270. The correlation obtained was 

Nufl = 3.4Re?-413Re?-250 (7) 

Comparison of equations (6) and_(7) shows relatively good 
agreement as far as dependence of Nufl qn^Rer is concerned, 
but a noticeably different dependence of NuD on Re,. This 
disagreement is at^ least partially explained by the increase in 
the slope of the NuD versus Re,- curves with an increase in Rer 

as was seen in Fig. 3. Since in the present study the maximum 
Rer is about 36 percent higher than the maximum employed in 
the work of [10], the effect is to increase the value of the expo
nent of Re, in the overall correlation. A quantitative com
parison shows that over the range 16,000 < Rer < 400,000, 
Nu0 predicted by equation (7) does not deviate from that pre-

Journal of Heat Transfer AUGUST 1986, Vol. 108/545 

Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



dieted by equation (6) by more than 8 percent for the midrange 
Re,- of 630, nor by more than 16 percent for Re,- = 1300. The 
deviation is the largest for Rey = 225 where it is 34 percent. 

For the data obtained with r/R ^ 0, a multiple linear 
regression analysis, which neglects the nonmonotonic 
behavior of Nu^, with r/R, yielded the correlating equation 

NUfl = 0.57 Re0"2 Re?-442 Pr°-381(1 - r/R)0255 (8) 

which represents 95 percent of the 264 data points to within 
± 24 percent. The fit between equation (8) and the data is 
shown in Fig. 9. Equation (8) is considered to be applicable for 
the ranges 

180 < Re, < 1300 

87 < Pr < 400 

0.2 < r/R < 0.8 

and for essentially the same range of Re,, given for equation 
(6). However, it should be noted in Table 1 that for Pr = 87 
and particularly for Pr = 400, the maximum value of Rer 

employed in the experiments for r/R & 0 was somewhat less 
than that for r/R = 0. 
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Heat Transfer and Flow 
Visualization in Natural Convection 
in Rapidly Spinning Systems 
The design of airborne superconducting generators for intermittent duty requires the 
understanding of some unique free-convection processes in the spinning helium 
bath. Toward that end, some fundamental experiments on steady and transient free 
convection in rotating containers of representative geometries have been performed. 
Heat transfer data from heaters of various geometries mounted on the outer con
tainer surface to several fluids are reported. A correlation for steady-state Nusselt 
number is presented for a wide range of Rayleigh and Prandtl numbers. The heat 
transfer coefficient was found to be independent of heater size, geometry, and fluid 
viscosity. Heat transfer measurements during simultaneous thermal transients and 
sudden increases in rotational speed were also made. They show an enhancement of 
heat transfer due to the relative counterrotation of the fluid following the accelera
tion of the container. This persists for a period well below that for fluid spinup. A 
model based upon the submergence of the thermal boundary layer by the diffusive 
wave from the wall was successful in correlating this period. Quasi-steady flow 
visualization experiments indicate that the thermal plumes generate two-
dimensional, axially invariant flow fields. Their trajectories are radial relative to the 
spinning container. Those observations are shown to be consistent with the fact that 
weak buoyant plumes in containers rotating at small Ekman numbers result in low 
Rossby number motions. Those are two dimensional according to the 
Taylor-Proudman theorem. It is shown that the Coriolis and pressure forces on 
such a thermal column are in azimuthal equilibrium, hence the radial trajectory. 
Flow visualization following impulsive acceleration in an off-axis, nonaxisymmetric 
container shows that the flow field is dominated by vortices expelled from corners. 
The fluid spinup time, however, was found to be the same as that for an on-axis cir
cular cylinder of the same characteristic diameter. 

Introduction 

The operation of a superconducting generator [1] requires 
the removal of heat from within the rotating machine. These 
generators have a rotating field winding wound from super
conducting wire immersed in a liquid helium bath. During 
normal steady-state generator operation the heat generated 
within the field winding will initiate a buoyancy-driven helium 
circulation. The hot fluid convected inward induces boiling in 
regions close to the axis of the spinning machine. Work has 
now begun on a prototype airborne superconducting 
generator [2] which will be operated intermittently. This 
generator will be spun to rated speed when there is a need for 
power and then operated for a short period of time. The rotor 
will normally be idled at a much lower speed. The demands on 
the cooling system for such a machine are naturally more 
severe than those of a conventional rotor because coolant flow 
and thermodynamic transients are coincident with significant 
transient heating in the field winding itself. The rotor must be 
fully operational in a time that is short compared with conven
tional rotor cooling system time constants. 

The work reported here is most relevant to large pool 
natural convection initiated by isolated small thermal sources 
in rapidly spinning systems. Figure 1 is an example of the 
geometry shared by the various rotating apparatus constructed 
to model the transient thermal and fluid behavior of a helium-
filled system. It shows a right circular annular cylinder filled 
with fluid. The cylinder is fitted with two radial baffles. A 
small heater is affixed to the outer cylinder wall and the heater 
surface is parallel to the axis of rotation. (The heater dimen
sions are not necessarily small compared to the dimensions of 
the container.) In the material to follow, pictures and surface 

heat transfer coefficient data will be presented which 
characterize the resulting flow in the container when the heater 
is turned on. 

Natural convection flows have been observed in two dif
ferent situations. In the first series of tests the heater was 
turned on a long time after the fluid in the container had come 
to be in solid body rotation (the fluid was motionless relative 
to the walls of the container). In the second series of tests the 
heater was energized just as the fluid-filled container was im
pulsively accelerated to a higher rotation rate. The purpose 
here was to assess the impact of the motion of the fluid relative 
to the walls of the container on the surface heat transfer coef-

(horizontal) 

I 
(horizontal) 
ENDPLATE 

Contributed by the Heat Transfer Division and presented at the ASME 
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Fig. 1 Sketch of annular liquid reservoir with radial baffles and small 
heat source at the outer radius; heater surface is parallel to axis of 
rotation 
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Fig. 2 Plexiglass cylinder wilh a small healer allached 10 the ouler wall
al container midheight

~_~, b El/2 (2)

WI' p I' (~) 1/4

where the Ekman number E is based on radius. Now in the ex
periments reported, the Ekman number E is on the order of
10- 6 and the density ratio (Ap/p) on the order of 10- 3 near
the heater, and falls with distance. This suggests that the mo
tion generated should be of the form of a thin plume of low
Rossby number,

[4, 5], that is, a small amount of buoyant fluid will pull a col
umn of nonbuoyant fluid inward just as if the heater had ex
tended the full axial length of the container. This is i11ustrated
in Fig. 4, where fluid path lines are made visible by electrolyz
ing a thymol blue/HCl solution, changing its color from
amber to blue. The electrolyzing platinum wires, which
generate the path lines, are distributed along the entire axial
length of the spinning cylinder. Although the heater is at the
axial midheight and is quite short, the entire motion is
remarkably two dimensional. The fact that no fluid moves
over or under the thermal (that no fluid changes in elevation)
as the thermal moves inward can be explained as follows.

The buoyant plume moving radially inward assumes a
velocity V and width b such that the buoyancy, inertia, and
viscous forces acting upon it are all of the same order

2 pV2 !LV
Apw 1'----- (1)

I' b2

Those balances give the orders of magnitude for the dependent
quantities Vand b

(3)Ro< <1
b
-«1,

I'

Quasi-Steady Heat Transfer Flow Visualization
Figure 2 shows a right square cylinder with an Ld. and axial

height of 152 mm. The cylinder is fitted with a single,
removable baffle. A small 40 ohm flat surface heater is at
tached to the outer wall. The container is filled with water to
which a small amount of mica flakes coated with shiny
titanium oxide have been added. These mica flakes are
roughly 4 !Lm in diameter and tend to align themselves with
strong shear stresses in the fluid within the container. The
water-filled container is chucked up in a horizontal lathe and
heater power is supplied via slip rings attached to the lathe
spindle in the rear of the lathe. The lathe is then spun to 531
rpm and the container motion is observed by a strobe. When
the fluid within the container is finally in solid body rotation
the heater is turned on.

Figure 3(a) shows the starting plume as it accelerates away
from the heater surface. Figure 3(b) shows the same plume a
few moments later after the plume has reached the center of
the container. Now these rather simple-looking plumes are
quite extraordinary. It is surprising, first of all, to find that the
plume is visible at all. The pictures shown in Fig. 3 are of fluid
motions as seen through the front end plate of the rotating
cylinder. The heater, however, is attached to the cylinder wall
near the middle of the container (Fig. 2). Figure 3 therefore in
dicates that the hot fluid leaving the surface of the heater is
dragging along a column of fluid that extends to the cylinder
end plates where it can be seen and photographed. The
hypothesis, subsequently proven with dyed fluid, was that a
small slowly moving buoyant thermal creates a Taylor column

ficient. The former class of experiments will be referred to as
quasi-steady heat transfer tests in the discussion to follow. The
test was quasi-steady because the bulk fluid in the container
absorbed all the heater power, although the test duration was
short enough (less than a minute in the longest test) to make
bulk fluid temperature changes negligible. The latter class of
tests will be referred to as transient spinup heat transfer tests.
In this testing mode, heat transfer was a combination of
natural convection and forced convection. The motion of the

.container radial walls initially imparted some additional ir
rotational motion to the fluid and this augmented the surface
heat transfer coefficient.

The centrifugal accelerations in these experiments extended
over a range of 27 to 120 times the earth's gravity. During the
transient heat transfer tests the container acceleration rates
were of the order of 100 rpm/so The dynamics of fluid convec
tion discussed in this paper were unaffected by the earth's
gravity field. (Experiments with rotors spinning on a horizon
tal axis, however, revealed some interesting phenomena
associated with air bubbles acted on by both gravity and rota
tional acceleration. These phenomena are described in [3].)

Nomenclature

b plume width, m
c container characteristic p

radius, cylinder radius, m Ra
cp specific heat, J/kg K
E Ekman number, v/wh2 Rc

en eo unit vectors in the radial and
tangential directions Ro

F force, N I'

h container height, m' heat u, v,
transfer coefficient,
W/m2 -K V

k thermal conductivity,
W/m - K a

I heater length scale
Nu Nusselt number = hl/k {3
Pr Prandtl number = v/ a

pressure, N/m2

Rayleigh number = w2r
•(3A Tl3 / va
distance from center of rota
tion, m
Rossby number = V/wr
radius, m
radial and tangential velocity
components, m/s
velocity relative to container,
m/s
thermal diffusivity, m 2/s,
angle
thermal expansion coeffi
cient, 11K, angle

o boundary layer thickness, m
A difference
v kinematic viscosity, m2/s
p density, kg/m3

T time constant(s), dimen
sionless time

w rotational speed, rad/s

Subscripts

1', () radial and tangential
directions

ss steady state
t thermal
v viscous
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Fig. 4 Dye streaks arising from platinum electrode wires along the en·
tire axial length of the cylinder show the two dimensionality of the flow
generated by the short heater at axial midheight as shown in Fig. 2

r RC

Fig. 3(b) Plume extending to centerline of rotor

which implies that the velocity is invariant in the direction of

(8)
-at/;

u=--rae

Fig. 5 Motion in an unbounded rotational fluid

~I ~ I
....;.,..'L~RJ

'-+-./w

w, the axis of rotation, and the motion is therefore two dimen
sional in the (r, e) plane since the end walls prevent axial
velocities.

The second extraordinary feature of the plume photo
graphed is that the trajectory is radial. A radial trajectory in a
rapidly spinning system is only possible if there is a net force
acting on moving fluid particles at right angles to their mo
tion. This net force keeps the fluid within the plume from ac
celerating azimuthally relative to the walls of the container in
order to conserve angular momentum. Many flow visualiza
tion experiments were performed with baffled as well as un
baffled cylinders (Figs. 3 and 4 show a plume in an unbaffled
cylinder) and the plume trajectories have been the same. The
trajectory is not a consequence of geometry. The external
force acting on the buoyant column is supplied by the pressure
field of the cold fluid streaming around the thermal.

This fact can be shown by considering an infinitely long
solid cylinder moving normal to the axis of rotation with speed
Up relative to the fluid which is in solid body rotation (Fig. 5).
This motion is resolved into components in the local coor
dinate system centered at the origin of the cylinder as follows

Up = - Up (cos IX) ee + Up (sin IX) eT (7)

where eT is aligned with a radial line from the center of the
spinning container and IX is the angle between the direction of
cylinder motion and the tangential as shown in Fig. 5. The
fluid is incompressible, the flow two dimensional, and a
stream function exists whose derivatives are the fluid velocity
in the rotating frame

The boundary condition at the surface of the cylinder gives

~at/;
--= Up sin IX cos (3 - Up cos IX sin (3 (9)

ca(3

(6)

(5)

(4)

(w-V)V=o

where

Fig. 3(a) Starting plume moving radially inward, produced by heater
shown in Fig. 2; rotor speed 531 rpm

In rotating flow theory, motions of low Rossby and Ekman
numbers are known as geostrophic flows [6, 7]. The
Navier-Stokes equations in the rotating frame simplify to a
balance between Coriolis force and pressure gradient

-Vp'
2wxV=--

p

1
p' =p-_ pw2r2

2

The inertia and viscous terms are of the order of Rossby and
Ekman numbers and are negligible except for the thin, high
shear regions. Taking the curl of equation (4) results in the
Taylor-Proudman theorem
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single three-dimensional convection flow field with a heat
source fixed to the outer container wall.

Fig. 7 Heat transfer data correlated with the Rayleigh number x
Prandtl number product; data resulted from tests with water, a 40 per·
cent glycerine/water solution, and alcohol

Fig. 8 Heat transfer data from water experiments only compared with
standard laminar and turbulent natural convection correlations

Quasi-Steady Heat Transfer
A fully instrumented rotational test bed has been con

structed for measuring surface heat transfer coefficients at
high rotational speeds. Figure 6 shows a pie-shaped container
mounted on a rotating test bed. The container is a watertight
aluminum frame with lexan windows on three sides. Heaters
of various shapes are mounted on the inside of the container
outer lexan window. There are thermocouples attached to the
heater surface and in the interior bulk fluid region. The ther
mocouple output is used to obtain surface heat transfer coeffi
cients as a function of heat flux, fluid properties, and rotation
rate. An onboard rotating data acquisition system multiplexes
11 analog thermocouple voltages from within the container,
and converts each analog signal to a digital signal which is
serially transmitted out of the rotating system with optical slip
rings.

Over 150 quasi-steady heat transfer tests have been per
formed. Surface heat transfer coefficients as a function of
heater power and rotation rate have been obtained for a
glycerine/water solution, alcohol, and water. The range of
centrifugal Rayleigh numbers (rotational acceleration w2r
substituted for g) covered in these tests is 105 to 1011. The
Prandtl number range was 4 to 40. The heat transfer data have
been found to follow a relationship of the form

Nu = 0.107(RaPr)o.33 (17)

Figure 7 isa log-log plot of all the heat transfer data collected
(water, water/glycerine, alcohol). The data include tests with

(13)

(10)

(14)

P=Pl +P2

such that the first component corresponds to an identical
streaming flow in a nonrotating frame

_ VPl = dV
p dt

and exerts no net force upon the cylinder. The remaining com
ponent due to rotation is thus given by equations (10), (11),
and (12) as

The equation of motion for the inviscid flow streaming past
the cylinder may be written as

dV 1 ( pw
2r2

)dt= -p- V\?-2pwl/;--2-

It is convenient to decompose the pressure field into two
components

Fig. 6 Rotating apparatus consisting of water·fliled aluminumllexan
container, eleclronics, and counterweight

P w2r2

----.3.. =2wl/;+--+ const
p 2

The net force exerted by the pressure fieldp2 per unit length is
given by its radial and tangential components as

F r = I:" P2 cos (3cd(3 l
Fe = I:" P2 sin (3cd(3 J

Using equation (13) for the pressure P2' together with the
geometric relation

r2 =R/ + c2+2Rcc cos (3 (15)

and noting that while l/; is unknown, its derivative given by
equation (9) allows one to integrate equations (14) by parts to

find 2 2 }F r =p7f"c (-w R c +2wUp cos ct)
(16)

Fe = p7f"c2(2w Up sin ex)

Thus the pressure field created by the fluid streaming past the
cylinder has an asymmetric componentp2. This sets up forces
opposite to the centrifugal and Coriolis forces on the cylinder.
For the special case where the cylinder mass is the same as that
of the fluid it displaces, the pressure field will exactly counter
balance the rotational forces on the moving cylinder. Since in
our experiments the thermal front and the plume following it
have an infinitesimal density deficit, their deflection from the
radial is very small.

Flow visualization experiments have been performed with
heaters of widely different shapes and cross sections. The
plume trajectories were not radial in all cases. For sufficiently
small heaters and sufficiently high surface heat fluxes the tra
jectories curve inward toward the centerline due to the larger
value of /::,.p / p. It has not been possible, however, to generate a
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Fig. 9 Streamlines of spinup flow field; fluid acquires rotation after be
ing flushed through Ekman layers on endplates 

heaters of large and small axial extent (the dimension parallel 
to the axis of rotation) and heaters mounted in different places 
on the outer wall. Figure 8, on the other hand, is a logarithmic 
plot of the water data only compared with the standard 
laminar and turbulent natural convection correlations. The 
Rayleigh number in both figures is based on centrifugal ac
celeration. A linear regression of the water data alone yields a 
relationship of the form 

Nu = 0.22Ra0-32 (18) 

The interesting implications of these two correlations (equa
tions (17) and (18)) are as follows: 

1 The conduction boundary layer is so thin at these high 
Rayleigh numbers that the surface heat transfer coefficient is 
not affected by the trajectory of the plume or the additional 
fluid dragged inward by the buoyant fluid. 

2 The Nusselt number is apparently independent of fluid 
viscosity (the RaPr product cancels out the viscosity) in
dicating a conduction-dominated process of a sort associated 
with low Prandtl number fluids in Benard-like convection. 
This can be explained by the fact that the width scale of the 
fluid motion, b in equation (2), is much greater than the ther
mal boundary layer thickness over the heater. 

3 The surface heat transfer coefficient is also independent 
of heater length, a fact related to the tendency of hot fluid to 
move radially inward all along the length of the heater; 
however, the competition of the disparate plumes trying to en
train ambient fluid causes these plumes to coalesce into a 
strong central plume rising off the center of the heater. 

Spinup of a Homogeneous Fluid in a Nonaxisymmetric 
Geometry 

An airborne superconducting generator will operate at rated 
speed only for short periods of time. The rotor, normally 
idling at low speed, will be accelerated at a rate of the order of 
6000 rpm/s for 1 s when there is a sudden demand for power. 
Now it takes a finite amount of time for the on-board helium 
supply to come into solid body rotation. While the fluid is be
ing spun up, the natural convection heat transfer coefficient 
will be smaller than the steady-state value corresponding to the 
instantaneous speed. This is because the fluid pressure gra
dient near the heater which drives the natural convection is not 
yet fully established. However, the relative motion of the fluid 
during spinup will augment the natural convection heat 
transfer coefficient h to an extent and in a manner that will be 
described below. The purpose of the investigation into spinup 
flows in general and the effect of fluid relative motion on the 
surface heat transfer coefficient in particular is thus to deter
mine whether it is advantageous to exploit fluid relative mo
tion with a generator reservoir design that inhibits fluid 
spinup. 

Fig. 10 Schematic for visualizing columnar evolution of fluid rotation. 
Observer is at right angles to vertical split source of light. Container can 
be spun up on axis or off axis and observer will see no difference, ex
cept the spinup off axis is visible only once per revolution. 

When a right circular cylinder without radial baffles is sud
denly rotated about its vertical axis the fluid comes to know of 
the motion of the cylinder because an imbalance in centrifugal 
pressure forces exists in different regions of the fluid. Unless 
the container geometry is small, spinup is not a simply dif
fusive (viscous) process. As the container begins to rotate fluid 
close to the top and bottom horizontal endplates of the 
cylinder is centrifuged radially outward. New fluid must then 
be drawn into the two endplate boundary layers from the in
terior fluid regions. To complete the flow circuit, fluid is 
drawn away from the outer wall region and into the interior. 
The latter fluid, however, is spinning. This fluid has come 
from regions close enough to the wall to have been acted upon 
by viscous stresses, and as this spinning fluid moves inward it 
spins faster to conserve angular momentum. The spinup is 
completed when the fluid in the interior is spinning at the same 
rate as the container. A schematic of this flow process is 
shown in Fig. 9. The time required for spinup is consequently 
determined by the time required to flush all of the interior 
region fluid through the endplate boundary layers and replace 
it with fluid drawn inward from the boundary layers on the 
vertical sidewalls of the cylinder [8]. These sidewall boundary 
layers are indicated in Fig. 9. This time scale is the Ekman time 

TE
Z 

2-Jvia 
(19) 

The spinup process can be neatly visualized in an experi
ment designed by Greenspan [6]. A right circular cylinder is 
seeded with shiny mica flakes and rotated on a vertical turn
table (represented schematically in Fig. 10). A thin collimated 
light source is projected through the container, with the 
camera and the viewer positioned in front of the container and 
at right angles to the light source. Figure 11 is a sequence of 
photos illustrating a spinup using such an arrangement. The 
shiny column of fluid in the interior of the container is fluid 
that is nonspinning and is being slowly drawn into the top and 
bottom endplate boundary layers. The rest of the fluid in the 
container is spinning. The mica particles in this region are 
aligned with the rotation and are not visible to the observer. 
These particles reflect the incoming light back to the light 
source. A fraction of the incoming light, however, is not 
reflected back at the light source and is reflected from the in-

Journal of Heat Transfer AUGUST 1986, Vol. 108/551 

Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 12 Container is impulsively accelerated from right to left; flow
separates In corners forming eddies

III
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Fig. 13 Transient temperature histories compared. In the first curve,
the heater is energized with the fluid in solid body rotation. In the sec·
and, the rotor was accelerated from 250 rpm to 500 rpm as the heater
was energized. The lower temperature In the second curve reflects an
enhanced heat transfer coefficient caused by relative fluid motion.

rotation, a most important result of observations of spinup in
nonaxisymmetric containers is that the spinup is still an esscn
tially two-dimensional process with a time constant of the
same order as that in an unbaffled, symmetric container.

Transient Heat Transfer Tests
The effect of the initial irrotational fluid motion on the sur

face heat transfer rate has been measured. The pie-shaped
rotor shown in Fig. 6 was idled at roughly 250 rpm until the
fluid was in solid body rotation. The heater was energized and
the rotor impulsively accelerated to, say, 550 rpm. The rotor
reached 90 percent of its final rotation rate in less than 2 s (6
revs). (The spinup time constant for the fluid within this con
tainer for a final speed of 550 rpm was 13 s and the accelera
tion could be considered impulsive.)

Figure 13 is a recorded plot of the temperature history on
the surface of a heater following an impulsive acceleration.
Also shown in Fig. 13 is a plot of surface temperature during a
quasi-steady test at 550 rpm. The heater power in both tests
was the same. Figure 13 clearly shows that there is improve
ment in the heat transfer coefficient for some length of time,
although that time is still short compared to the spinup time of
the fluid in the container.

The unusual result that a quasi-steady heat transfer state is
reached while there is still considerable relative motion in the
interior of the container is explained as follows. The local sur-

lA' '_, tA '4'. ... ..

Fig. 11 Sequence of pictures taken during off·axls spinup. Note col,
umn ollnlerlor fluid gelling thinner as splnup evolves. The last two pic·
tures (numbered 7, 8) were taken with the turntable stopped. Unstable
splndown Is characterized by roll cells on outer container wall.

terior in the direction of the camera, showing the slowly
diminishing core of nonspinning fluid.

Suppose instead that the same circular cylinder is made to
rotate about a vertical axis not coincident with its vertical axis
of symmetry (Fig. 10). It can be shown that the spinup process
is still the same [3]. (The sequence of pictures in Fig. 11 actual
ly shows an off-axis spinup.) The distance of the cylinder on
the turntable from the axis of rotation affects only the
pressure in the container. Pressure forces acting on a
homogeneous fluid (no density gradients in the fluid) cannot
create a torque on a fluid element, and so cannot by
themselves impart rotation to the fluid. Furthermore,
although the pressure in the fluid is different in an off-axis
spinup the net pressure imbalance, which drives the secondary
flow, is the same as in an on-axis spinup.

A homogeneous fluid in an enclosed container thus acquires
rotation because it is slowly pumped into the viscous
dominated endplate boundary layers. For very small times,
fluid motion in the regions away from the endplates and
sidewalls must be irrotational. This is true regardless of the
shape of the container. When a right circular cylinder is im
pulsively accelerated to speed w, the fluid initially appears in
the reference frame of the container to counterrotate relative
to the walls of the container at a rate equal to - w. Similarly, if
a container of any shape is impulsively accelerated to some
speed w the fluid will always appear to counterrotate along
streamlines having the horizontal contour of the fluid con
tainer itself at a rate equal to - w. The sum of this relative
fluid rotation and the container rotation is zero, and the iner
tial motion of each fluid element is irrotational.

The relative motion of the fluid in an arbitrarily shaped con
tainer thus scales with we, where w is the impulsive change in
rotation rate, and e is a characteristic radius of the container.
This result can be used to estimate the relative motion heat
transfer enhancement. However, the inviscid irrotational flow
just described is unstable for container geometries that are not
circular. Decelerating boundary layers near the horizontal
boundaries of the container will separate. Figure 12(a) shows
the pie-shaped container of Fig. 6 seeded with mica flakes and
impulsively accelerated from rest to 20 rpm. The direction of
rotation is from right to left. Within two revolutions, the fluid
in Fig. 12(b) can already be seen to have separated in the two
opposing corners. Kinetic energy will be fed into the corner
regions from the original irrotational flow field in each suc
ceeding revolution until the vortices in the corners are of suffi
cient size to move out of the corners and into the interior of
the container. It is most interesting to note that the initial flow
field quickly evolves (within two revolutions) into two irrota
tional vortices which are now spinning in the same direction as
the container. (A region of concentrated vorticity is clearly
visible at the center of each of the two primary vortices.) These
vortices continue to interact until the spinup evolves.
Although the container in these pictures was rotating slowly,
the flow field for impulsive accelerations to 500 rpm is not ap
preciably different. Although the number of eddies and their
interactions are a function of container geometry and speed of
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face heat transfer coefficient is determined by the buoyancy 
based upon the local gradient in pressure and not upon the 
global pressure gradient. Although it takes a considerable 
amount of time to produce rotation in the interior of the con
tainer, a significant gradient is established early on in the 
regions very close to the sidewalls because of viscous diffu
sion. At high rotational rates the local thermal boundary layer 
is so small that it is quickly embedded within the spinup wall 
boundary layer and as the spinup boundary layer grows out
ward the net relative motion mass flux in the vicinity of the 
heater diminishes as well. Thus the time period during which 
the heat transfer is enhanced should be a function of the extent 
to which spun-up fluid has submerged the thermal boundary 
layer. To test this model, Figs. 14(a) and 14(b) have been plot
ted. The ordinate is the ratio of temperature difference be
tween heater surface and fluid nondimensionalized by its 
steady-state value corresponding to the final rotation rate. 
This measures the extent of heat transfer enhancement by 
relative bulk motion. The abscissa is proportional to the ratio 
of the thickness of viscously spun-up fluid (-fvt) to the mo
mentum boundary layer thickness which corresponds to the 
steady-state heat transfer after spinup is completed 5„ ss 

Ivt (20) 

This measures the time scale of heat transfer enhancement. 
Assuming the ratio of momentum to thermal boundary layer 
thickness at steady state is proportional to VPr, the time scale 
parameter for heat transfer enhancement can be written as 

/at 

k/h,, 

Nus; 

/ 
-lat (21) 

where the steady-state Nusselt number is given by equation 
(17). As Figs. 14(a) and 14(6) show, the data for a wide variety 
of conditions indicate a period of heat transfer enhancement 
due to spinup of approximately T = 12. The bumps and dips 
in the temperature curve of Fig. 14 are due to the swirling vor
tices which are interacting and scouring the container walls at 
the beginning of the spinup. This tends to suggest that a 
disordered spinup caused by the reservoir baffles which alter 
the geometry of the liquid reservoir and cause flow separation 
is preferable for heat transfer purposes, augmenting the ef
fects of the relative fluid motion which would exist in a cir
cularly symmetric container. 

Conclusions 

1 Weak buoyant plumes (Ap/p < < 1) in a rapidly spinning 
container result in axially invariant, two-dimensional motions. 
This is true even when the thermal source is much shorter than 
the container in the axial direction. 

2 The trajectories of such weak thermal plumes are radial 
relative to the spinning container. 

3 The steady-state Nusselt number was found to correlate 
well with (RaPr)0-33 and not Ra033 for the range of data ob
tained (4 < Pr < 40 and 106 < Ra < 10"). This implies that 
the heat transfer coefficient is independent of heater length 
scale and fluid viscosity. 

4 In situations where the container is spun up simultane
ously with application of heater power, the heat transfer coef
ficient is enhanced over its corresponding steady-state value 
due to relative motion of the bulk fluid. The time period for 
this enhancement, however, is short compared to the fluid 
spinup time. A model based upon the submergence of the 
steady-state boundary layer by the diffusive wave from the 
wall successfully correlates the enhancement times for the 
range of data obtained. 
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Experimental Inwestigation of 
Natural Convection in Partially 
Divided Enclosures 
An experimental study has been performed on natural convective heat transfer in in
clined enclosures heated from below, and with partitions running in the up-slope 
direction (see Fig. 1). The influence of a clearance between the partitions and the 
lower heated isothermal surface is considered. This problem is of particular impor
tance in solar collector design. Heat transfer rates have been measured for Ra < 
107, enclosure inclination ofO, 30, 60, and 90 degfrom the horizontal, and partition 
end clearances ranging from zero up to half the enclosure height. A flow 
visualization study which covers the same range of inclinations and end clearances is 
also reported. It is shown that introducing a small partition end clearance has no 
significant effect on the flow or heat transfer rates. However, a large end clearance 
allows up-slope rolls to be established in the unpartitioned region of the enclosure, 
resulting in an increase in the heat transfer rates. The natural convective heat 
transfer rates are found to be independent of both partition end clearance and 
enclosure inclination over certain ranges of these parameters. The convective heat 
transfer characteristics are also shown to be related to the flow. 

Introduction 

The partitioning of enclosures to enhance or suppress con
vection has received considerable attention in the recent heat 
transfer literature. The influence of across-slope partitions, 
up-slope partitions, and honeycombs on the convective heat 
transfer rates in inclined enclosures heated from below has 
been well documented [1-5]. One application for this work in
cludes the suppression of convective heat losses from the ab
sorber panel to the glass cover of a flat plate solar collector. 
To construct these low heat loss collectors, manufacturing 
tolerances require that a clearance be left between the lower 
extremity of the partitions and the heated absorber panel. 
Hereafter this space will be referred to as partition end 
clearance. It was postulated recently by Hollands and 
Iynkaran [6] that end clearance between the partitions and a 
low emittance isothermal surface can be advantageous in 
reducing overall heat transfer rates by decoupling the convec
tive and radiative heat transfer modes near the isothermal sur
face. There is consequently a need for information on the rates 
of convective heat transfer within enclosures containing parti
tions with end clearance. 

The problem being considered in this study is shown 
schematically in Fig. 1. The enclosure is inclined, and consists 
of four adiabatic side walls, a lower heated isothermal surface, 
an upper cooled isothermal surface, and an array of partitions 
running up-slope. This study is concerned with the influence 
of h, the partition end clearance, on the flow and convective 
heat transfer rates within the enclosure. 

While many studies have considered inclined enclosures 
with partitions or honeycombs extending completely from the 
heated to the cooled isothermal surfaces, i.e., h = 0 at each 
surface, there have been very few studies dealing with 
enclosures containing partitions with end clearance, h > 0. 

Nansteel and Greif [7], and others, have studied natural 
convection flows in an enclosure with the partition located 
parallel to the vertical isothermal surfaces. Edwards et al. [8] 
studied rectangular-celled honeycombs comprising both up-
slope and across-slope partitions, with variable upper and 
lower end clearance. They measured Nusselt number Nu for 6 

= 0, 15, and 30 deg, h<4.5 mm, H = 19 mm, and Rayleigh 
number Ra up to 4 x 104 using silicone oils as the heat 
transfer medium. In a followup study, Wu and Edwards [9] 
considered varnished paperboard honeycombs with the same 
experimental equipment as Edwards, but for the extended 
range 0 = 0, 30, 60, and 90 deg, H « 18 and 37 mm, h = 1.5 
mm and 3 mm, and Ra < 2 x 105. From these studies, it was 
concluded that for end clearances up to 1.5 mm and 6 < 30 
deg, there was no significant change in the natural convective 
heat transfer rates. For larger gaps, h = 3 mm, Nu did depart 
significantly from the value for h = 0. Hollands and Iynkaran 
[6] discussed polyester honeycombs with a 10.1-mm end 
clearance in an enclosure inclined at 45 deg to the horizontal. 
They found that the end clearance caused only a minor reduc
tion in the Rayleigh number at which convection was 
established. References [6,8,9] are relevant for end clearances 
under honeycomb arrays, i.e., with partitions both up-slope 
and across-slope. While it has been shown by Symons and 
Peck [10] that up-slope partitions on their own can be very 
effective in suppressing natural convective heat transfer, there 
is no information currently available to determine the in
fluence of end clearance in these enclosures. Nor is there any 
detailed information available for large clearances greater 
than 0.25 of the enclosure height, or where h > 5 mm. This 
paper aims to provide new experimental data and a description 
of the convective flows in enclosures with end clearance be
tween the up-slope partitions and the heated isothermal 
surface. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division December 
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Fig. 1 Schematic of partially divided enclosure 
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Fig. 2 Schematic of experimental equipment for measurement of con
vective heat transfer rates 

Measurement of Natural Convection Heat Transfer 
Rates 

The natural convective heat transfer rates from the heated 
isothermal surface to the cooled isothermal surface have been 
measured in a facility previously described in [11]. The equip
ment comprises two parallel copper plates measuring 450 mm 
x 450 mm x 10 mm, which were maintained at set 
temperatures by water circulating through tubes attached to 
the back of each plate. Each plate was uniform in temperature 
to within ± 0.03°C, and the plate temperature was measured 
with calibrated type T thermocouples. A small 125 mm x 125 
mm electrically heated test plate and heat flux meter were in
serted in the heated plate as shown in Fig. 2. Power to the 
small test plate was adjusted until the heat flux meter reading 
approached zero, indicating no heat flow between the heated 
isothermal plate and the small test plate. Under these condi
tions, all of the electric power supplied to the small test plate 
was dissipated into the enclosure by radiation, convection, 
and conduction. Heat transfer rates were only measured from 
the test plate to minimize boundary effects. 

The perimeter of the isothermal plates was enclosed with 
aluminum foil on paper to give a linear temperature profile 
between the heated and cooled isothermal surfaces. The whole 
assembly was well insulated with fiberglass, and then installed 
in a pressure vessel charged with dry air. The temperatures of 
the heated and cooled isothermal plates were held constant at 
approximately 60°C and 30°C respectively during each experi
ment, and only the air pressure was varied to allow Ra to 
change from 103 up to 107, due to variations in the air proper
ties. The experiment was allowed to stabilize for approxi
mately 1 hr, following which the plate temperatures, heat flux 
meter voltage, power to the test plate, and pressure were 
logged over a test period of at least 40 min. 

The first experiments were performed at low Ra so the con
vective heat transfer rate was insignificant. Under these condi
tions, heat is transferred from the heated to the cooled isother
mal surfaces via radiation and conduction. In subsequent tests 
at higher Ra, the increase in heat tiansfer rate was due to the 
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Fig. 3 Convective heat transfer results for various C: (a) 0 = 0 deg, (6) 
$ = 30 deg, (c) 9 = 60 deg, and (d) 0 = 90 deg 

Table 1 Details of enclosure dimensions, refer to Fig. 1 
(H = 60 mm, and w/s - 6 in all cases) 

End clearance h, mm Dimensionless end clearance C=h/H 
0 « 1 ) 
3 

10 
20 
30 

0 
0.05 
0.17 
0.33 
0.5 

effect of natural convection. The convective heat transfer 
coefficient hc was calculated as the convective heat transfer 
rate per unit area of test plate, divided by (Th — Tc). 

The experimental facility included a microprocessor which 
performed the control and data logging functions. The overall 
system uncertainty was found to be 5 percent in the determina
tion of Ra, and 7 percent in the determination of Nu [11]. 

The overall dimensions of the test enclosure were 450 x 450 
x 60 mm for all tests. The isothermal surfaces were polished 

N o m e n c l a t u r e 

alt a2, a3 = dimensions indicated in 
Fig. 11, mm 

C = dimensionless end 
clearance = h/H 

Cp = specific heat of air, 
J kg"1 K"1 

g = gravitational constant, 
m s~2 

h = partition end clearance, 
m 

hc = convective heat transfer 
coefficient, W m - 2 K _ 1 

H = isothermal plate spacing, 
0.06 m 

k = thermal conductivity of 
air, W m " 1 K"1 

Nu = Nusse l t n u m b e r = 
hcH/k 

Ra = Rayleigh number = g 13 
>{Th-Tc)}fp

2Cp/v.k 
s = partition spacing, mm 

, Th = temperature of heated 
isothermal surface, K P = 

temperature of cooled 
isothermal surface, K 
partition height, mm 
volumetric thermal coef
ficient of expansion for 
air, K"1 

inclination of enclosure 
from horizontal, deg 
dynamic viscosity of air, 
P a s 
density of air, kg m~3 
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Fig. 4 Convective heat transfer results for C = 0.5 and various 0

to give an emittance of 0.05, and the aluminized paper side
walls had an emittance of 0.05. The partitions were con
structed of Teflon FEP type 50 A having a wall thickness of 13
/Lm and emittance of 0.31. This material is of particular in
terest for simultaneously suppressing convection and transmit
ting solar radiation in flat-plate solar collectors.

For the experiments, the end clearance dimension h was
varied as listed in Table 1. The partition spacing s was varied
to maintain the partition aspect ratio w/s = 6 for all tests.
This ensured that the surface area of partitioning remained
unaltered. By conducting the experiments in this manner, the
influence of partition end clearance on Nu can be assessed
alone, without introducing spurious effects relating to
geometry of either the enclosure or the partitions. The inclina
tion of the enclosure was varied from (j = 0 deg (isothermal
surfaces horizontal) to (j = 90 deg (isothermal surfaces ver
tical) by rotating the entire pressure vessel. The partitions re
mained in the vertical plane for all (j.

The measured heat transfer rates are shown in Fig. 3 for
various dimensionless end clearances C, and several angles of
inclination (j. When the enclosure is oriented with the isother
mal surfaces horizontal, (j = 0 deg, Fig. 3(a) indicates that Nu
is less for small end clearances, i.e., C ~ 0.05, and increases
for larger end clearances. When the enclosure is inclined to (j

= 30 deg, the increase in Nu with increasing end clearance C
becomes more pronounced. Figure 3(b) shows that there is ap
proximate agreement between the results for C = 0 and 0.05,
but as C is increased further, there is an increase in Nu. When
Ra = 106 and (j = 30 deg, increasing the end clearance from 0
to 0.5 causes an approximate 60 percent increase in Nu. The
variation in Nu for 0 ~ C ~ 0.5 is greater when (j = 30 deg
than for (j = 60 deg as in Fig. 3(c). When Ra = 106 and (j = 60
deg Nu increases by approximately 40 percent when C in
creases from 0 to 0.5. Figure 3(c) shows that for 0.17 ~ C ~
0.5, Nu is insensitive to partition end clearance. Again, as for
all inclinations, the results for C = 0 and 0.05 are in close
agreement. When (j = 90 deg as shown in Fig. 3(d), the results
are similar to those for (j = 60 deg, i.e., Nu is insensitive to C
when 0 ~ C ~ 0.05, and Nu is insensitive to Cwhen 0.17 ~ C
~ 0.5.

The experimental arrangement did not allow C to be in
creased beyond 0.5 because the partition spacing s became
very small. However, the limiting case of C = 1 can be ob
tained from previous experimental studies [12-14] as shown by
the solid lines in Fig. 3.

When (j = 0 deg and Ra > 3 X 105 , Fig. 3(a) indicates the
partitioned enclosure with C = 0.5 end clearance provides no
convection suppression, i.e., no reduction in Nu over the un
partitioned enclosure, C = 1. For smaller Ra, the partitions
do reduce the convection heat transfer rates by a small
amount. When (j = 90 deg as in Fig. 3(d), a small reduction in
Nu is achieved with the inclusion of partitions for all values of
C, and for the intermediate angles of 30 and 60 deg, an even
greater reduction in Nu is found.

The maximum Ra at which convection is effectively sup
pressed, i.e., when Nu == 1, could be described as a critical
Rayleigh number. This value is of particular importance when
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Flg.5 Flow viewed from the side for C =0, Ra = 1.8 x 105; (a) 0 =0
deg, (b) 0 = 60 deg

designing partitions for convection suppression, and can be
found by extrapolating the heat transfer results back to Nu =
1. When (j = 0 deg, this critical Rayleigh number is only
weakly affected by C and occurs at Ra == 2.4 x 104

• When (j

= 30 deg the critical Rayleigh number decreases from about
2.4 X 105 when C = 0, down to about 5 x 104 when C = 0.5.
For (j = 60 deg, the critical Rayleigh number is reduced from
about 1.4 x 105 when C = 0, to about 5 x 104 when C = 0.5.
A similar effect is found when (j = 90 deg.

For all angles of inclination shown, the critical Rayleigh
number was always greater when the partitions were installed
in the enclosure, as compared with the enclosure without par
titioning. The highest value of critical Ra was always for C =
0, and it was always reduced when C ~ 0.17.

The heat transfer results for C = 0.5 are shown in Fig. 4 for
various angles of inclination. The results again fall into two
groups, one for (j = 0 deg, and the remainder for 30 deg ~ (j

~ 90 deg. This effect was previously reported by Symons and
Peck [10] for C = 0, where it was shown that convective heat
transfer rates were insensitive to (j over two ranges, viz., 0 deg
~ (j ~ 15 deg, and 25 deg ~ (j ~ 90 deg.

Flow Visualization

A facility has been constructed to enable flow visualization
in small enclosures. This equipment was described in [15].
Two transparent isothermal plates were constructed from
acrylic, and their temperatures were controlled to within
0.25°C by passing water through each one. A sheet of light
from a quartz halogen lamp was directed through the
enclosure to enable planes of the enclosure to be viewed from
the side and end (see Fig. 1).

Two closely spaced outer walls of the enclosure were made
from acrylic (to thermally isolate the test area from the en
vironment), and the partitions were constructed from I-mm
thick polycarbonate. These materials provided flat, rigid, and
transparent boundaries which were free from optical distor
tion. The enclosure measured 445 mm x 80 mm x 60 mm
high. This narrower enclosure allowed the convective patterns
to be viewed and photographed from both the side and the
end.

The experimental procedure consisted of setting the ap
propriate inclination angle and boundary temperatures, and
allowing the flow to stabilize for at least 40 min. Cigar smoke
was slowly introduced into the enclosure in a manner that
would not disturb the flow. Photographs were taken from the
side and end of the enclosure. End clearances of C = 0,0.33,
and 0.5 were studied, with Ra = 1.8 x 105 , using air as the
heat transfer medium.

Figure 5 illustrates the flow when viewed from the side, for
the case C = O. In all photographs, the bottom edge represents
the heated isothermal surface, and the top is the cooled
isothermal surface. For (j = 0 deg, the flow consists of multi
ple counterrotating cells, as shown in Fig. 5(a). The number of
cells varied between experiments, being either 6, 8, or 10
without changing any of the variables. When (j was increased
beyond about 25 deg, the flow changed to a single-cell circula
tion, as illustrated in Fig. 5(b). This effect is due to the purging
of those cells which flow down the heated surface and up the
cooled surface, i.e., counter to the buoyant forces [10]. The
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remaining cells, which all rotate in the same direction, then
coalesce to form one large cell.

The side view photographs for C = 0.33 are shown in Fig.
6. The horizontal white line visible through the flow represents
the lower extremity of the partitions. For () = 0 deg, multiple
counterrotating cells were again found, as shown in Fig. 6(a),
but the center of rotation was lower than for C = O. For () =
10 deg, Fig. 6(b) shows that one set of cells has grown in size,
and the remaining cells, which flow counter to the buoyant
forces, have become smaller. When () = 30 deg (Fig. 6c), the
small cells were purged, allowing the remaining cells to
coalesce into a single cell. This single cell flow persists for () up
to 90 deg.

Figure 7 illustrates the flows as viewed from the side for the
case C = 0.5, and the same trends were observed there. It was
found for C = 0.33 and 0.5 that the transition from multiple
cell circulation to single-cell circulation occurred at () "" 20
deg.

The convective flows were also viewed from the end. Figure
8(a) illustrates the flow for C = 0, () = 0 deg, and with the
plane of illumination passing through the center of one of the
multiple cells. Recall that from Fig. 5(a) the side view in
dicated multiple cells when () = 0 deg. Figure 8(a) shows that
there are two symmetric flows visible in the space between ad
jacent partitions. Figure 8(b) illustrates the same test condi
tions except that the plane of illumination was aligned with the
boundary between two adjacent counterrotating cells.

When () ~ 30 deg and C = 0, no distinct flow pattern could
be distinguished when viewed from the end.

When the partition end clearance was C = 0.33, counter
rotating rolls were visible in the clearance region below the
partitions, for () = 0 deg, as shown in Fig. 9(a). As the
enclosure was inclined to () = 30 deg, these rolls with axis run
ning up-slope were less well defined (Fig. 9b). For () = 60
and 90 deg, the up-slope rolls were not distinguishable.

Figure 10 illustrates a similar set of photographs for C =
0.5. Again, when () = 0 deg rolls are visible in the clearance
region (Fig. lOa), but weaken as () increases until the rolls are
not visible when () = 90 deg. .
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Fig. 11 Schematic of the up-slope roll, as observed for 6 > 20 deg 

When 0 = 0 deg and C > 0.33, the rolls in the clearance 
region were observed over the full length of the enclosure, ex
cept where they were suppressed at the two ends. When the 
enclosure was inclined beyond 20 deg to the horizontal, the 
flow became a single cell with an added spiral in the end 
clearance region as depicted in Fig. 11. Over the length au the 
flow was essentially straight up the slope of the heated surface, 
over the length a2 a definite spiral was observed, and over the 
length «3 straight up-slope motion was present. As 6 was in
creased from 20 deg, the length at also increased leaving a 
shorter length of roll. For 8 = 60 deg and above the roll had 
essentially disappeared. 

After viewing many enclosures from the end, it was found 
that the height of the roll in the end clearance region extended 
completely from the heated isothermal surface to the lower ex
tremity of the partitions. While Figs. 10(a) and 10(b) indicate 
four rolls, two wide and two high, this flow was not typical for 
wide enclosures. The four rolls in Fig. 10 are believed to be 
due to the very narrow width enclosures used for those end 
photographs. The number of rolls present in this equipment 
must be even. If only two rolls were to exist in the end 
clearance region, each would have to be = 7.5 mm wide and 
30 mm high, a significant departure from the approximate 
square shape usually observed. 

Discussion 

The flow visualization has demonstrated that for all the 
enclosures studied, a convective flow transition occurred as 
the enclosure was tilted. Multiple counterrotating cells were 
observed at inclinations close to horizontal, whereas single-cell 
circulation was found for steeper inclines. The transition angle 
was approximately 25 deg when C < 0.05 but only 20 deg 
when 0.33 < C < 0.5. This change in mode from multiple to 
single-cell flow causes the drop in Nu as shown in Fig. 4. As 
the flow speeds are visually similar for each flow type, the 
single-cell flow has a lower mass transfer rate across the 
enclosure, resulting in a lower Nu. For C > 0.33 and 6 > 20 
deg, the flow is always a single-cell circulation sometimes in
corporating a roll with axis up the slope, resulting in Nu being 
essentially independent of 6 over this range. The same effects 
were observed in [10] for C = 0. 

When the partition end clearance is small, i.e., h < 3 mm or 
C < 0.05 in this case, then the Rayleigh number based on h is 
small and a roll cannot be formed between the heated isother
mal surface and the bottom of the partitions. Consequently, 
the convective flow and resulting Nu are independent of end 
clearance. This is substantiated by the heat transfer results in 
Fig. 3. When the end clearance is sufficient to accommodate a 
roll, the convective heat transfer rate increases, and Nu is 
dependent on the size of the roll. This would explain the varia
tion in Nu with varying end clearance h in Figs. 3(a) and 3(b). 
However, for steeper inclinations, the end clearance roll disap
pears, and so Nu is independent of the end clearance (Figs. 3c 
and d). 

The level of convection suppression achieved by the parti-
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tions at each angle of 8 can be qualitatively understood by 
comparing the flows with and without the partitions. When 
there are no partitions in the enclosure (C = 1) and for 6 = 0 
deg, the flow consists of Be'nard cells for 1708 < Ra < 104, 
changing to unsteady cells when 104 < Ra < 106 and tur
bulence when Ra > 106, as described by Hart [16]. The place
ment of partitions in the enclosure provides additional viscous 
shearing and modifies the flow to multiple cells when Ra is 
small, and turbulence when Ra is large. For the case, say, 
when Ra = 1.8 x 105 and 6 = 0 deg, unsteady cells can exist 
with or without the partitions and so Nu is weakly affected by 
their presence (Fig. 3a). When 6 = 30 and 60 deg, at Ra = 1.8 
x 105, the flow without partitions is unsteady up-slope rolls 
[16]. However these rolls cannot be accommodated between 
closely spaced partitions, resulting in up-slope rolls in the end 
clearance region, and a single cell between the partitions. This 
large change in the flow brings about a large reduction in Nu 
(see Fig. 3b). When 6 = 90 deg, the flow for no partitions is 
steady two-dimensional across-slope rolls when Ra = 1.8 x 
10s [16]. A roughly similar flow is observed when the parti
tions are in place and Nu is only slightly reduced by the 
partitions. 

It was found by Edwards et al. [8] and later Wu and Ed
wards [9] that end clearances of 1.5 mm (C = 0.08) were not 
significant in terms of the convection suppression ability of 
the honeycomb, and that in some cases both top and bottom 
end clearances of up to 1.5 mm enabled intercellular flow to 
occur which reduced Nu. In those studies the end clearances 
were never sufficient to allow up-slope rolls to develop in the 
end clearance region. In the present study on up-slope parti
tions, end clearances of 3 mm (C = 0.05) have had no signifi
cant effect on the convective heat transfer rates. The present 
work goes beyond the range of end clearances used in [8, 9], 
and in no case in this study was Nu reduced by increasing the 
end clearance. For the enclosure considered in this paper, in
tercellular flow will not change Nu significantly. 

Conclusions 

Up-slope partitions with end clearance are effective in sup
pressing natural convective flows in inclined enclosures over 
the entire range of these experiments, i.e., 0 deg < 6 < 90 deg, 
0 < C < 0.5, and Ra < 107. The partitions are most effective 
in reducing Nu when 6 > 20 deg, and diminish in effectiveness 
when 6 approaches 90 deg. Their ability to suppress Nu is due 
to the change in flow from up-slope rolls (when no partitions 
are used), to single-cell flow when 0>2O deg and 
0.17<C<0.5, or when 0>25 deg and C<0.05. 

The convective flows and Nu are unaffected by partition 
end clearances of up to 3 mm (C = 0.05). However, partition 
end clearances of 10 mm and beyond allow up-slope rolls to 
exist below the partition, resulting in an increase in Nu. The 
design of up-slope partitions for convection suppression re
quires that the end clearances be kept small to avoid the for
mation of these up-slope rolls. Multiple-cell flow was found 
for all values of partition end clearance studied, when the 
enclosure was inclined at less than 20 deg to the horizontal, 
and the flow changed to single cell when 6 > 25 deg. This tran
sition was accompanied by a reduction in Nu for the steeper 
inclinations. 

The convective heat transfer rates are found to be insen
sitive to enclosure inclination when 6 > 25 deg, for end 
clearances in the range 0 < C < 0.5. Convective heat transfer 
is also found to be insensitive to partition end clearance when 
6 > 60 deg. 
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Interaction Between Film 
Condensation on One Side of a 
Vertical Wall and Natural 
Convection on the Other Side 
This paper reports a theoretical study of conjugate film condensation on one side of 
a vertical wall and boundary layer natural convection on the other side. Each 
phenomenon is treated separately and the solutions for each side are matched on the 
wall. The main heat transfer and flow characteristics in the two counterflowing 
layers, namely, the condensation film and the natural convection boundary layer, 
are documented for a wide range of the problem parameters. In addition, the wall 
heat flux and the wall temperature distribution resulting from the interaction of the 
two heat transfer modes (condensation and natural convection) are determined. 
Important engineering results regarding the overall heat flux from the condensation 
side to the natural convection side are summarized at the end of the study. 

1 Introduction 

Interaction between two different heat transfer mechanisms 
is a phenomenon of common occurrence in numerous thermal 
engineering applications. Many times, such interaction is in
herent in the design of heat transfer apparatus. For example, 
the efficient performance of certain types of heat exchangers, 
thermal insulations, cryogenic equipment, nuclear reactors, 
and energy-efficient buildings is a direct result of man-induced 
enhancement or reduction of coupling between different heat 
transfer modes. 

Relevant to the research reported in this paper is published 
work focusing on heat transfer through two boundary layers 
in thermal communication with one another. To this end, 
Lock and Ko [1] relied on finite differences to determine the 
coupling through a wall between two free convective systems. 
They found that, depending on the values of the problem 
parameters, the wall separating the two counterflowing 
boundary layers might exhibit temperature distributions 
drastically different from those given by the isothermal wall 
model whose detailed description is now well established in the 
literature. 

In a recent sequence of three interesting papers [2-4] Ander
son and Bejan investigated the problems of natural convection 
on both sides of a vertical wall separating two fluid reservoirs 
at different temperatures [2], two fluid-saturated porous reser
voirs at different temperatures [3], and a porous reservoir and 
a fluid reservoir at different temperatures [4]. Their method of 
solution is based on the Oseen-linearization method used first 
by Gill [5] in the context of enclosure natural convection 
research. In the case of two fluid reservoirs, the results in [2] 
are in good agreement with those in [1]. Useful correlations 
for the overall heat transfer through the wall separating the 
two boundary layers are also reported in [2-4]. 

The importance of interaction between internal natural con
vection in a rectangular enclosure and an external natural con
vection boundary layer flow was examined by Sparrow and 
Prakash [6], With the help of numerical simulations these 
authors proved that this interaction may result in flow and 
heat transfer characteristics in the enclosure markedly dif
ferent from those exhibited by the classical enclosure model 
with two adiabatic horizontal walls and two isothermal dif
ferentially heated vertical walls. 

The present paper examines the phenomenon of coupled 
(conjugate) film condensation on one side of a vertical wall 

and natural convection on the other side (Fig. 1). This prob
lem is of fundamental value and, at the same time, it finds 
practical applications in heat exchangers, nuclear reactor cool
ing and, in general, in most engineering applications in which 
film condensation along a vertical wall takes place. To this 
author's knowledge analyses accounting for the conjugate 
nature of vertical plate condensation and natural convection 
do not exist in the literature. Of some relevance to the present 
paper is the work of Sparrow and Faghri [7] who studied the 
problem of Nusselt thin film condensation on the outside of a 
vertical pipe, triggered by fully developed forced convection 
of cold fluid inside the pipe. 

The method of attack adopted to analyze the problem of in
terest in this paper consists of using the Oseen-linearization 
approach for the natural convection side following Gill [5], 
and thin film analysis for the condensation side. The solutions 
for the two sides are then matched at the wall [2-4]. It is worth 
noting that unlike the classical problem of vertical wall film 
condensation and natural convection [8], in the present study 
both the wall temperature and the wall heat flux are unknowns 
to be determined by the problem solution. 

CONDENSATION 
SIDE 
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Fig. 1 Schematic representation of the system of interest: film con
densation and natural convection coupled through a vertical wall 
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2 Mathematical Formulation 

The configuration of interest is shown in Fig. 1. A vertical 
impermeable wall separates two fluid reservoirs at different 
temperatures. The warmer of the two reservoirs contains 
vapor at saturation temperature. The cooling effect of the cold 
reservoir is felt by the vapor in the hot reservoir through the 
diathermal wall. We assume that this cooling effect eventually 
results in film condensation as shown in Fig. 1. At the same 
time, the heating effect of the hot side gives life to an upward-
moving buoyancy-driven fluid jet at the wall vicinity in the 
cold side. The two fluid streams, i.e., the condensate in the 
film and the natural convection boundary layer, move in op
posite directions while exchanging heat through the wall much 
like in a counterflow heat exchanger. To formulate the prob
lem mathematically, the two sides need to be considered 
separately. 

a Natural Convection Side. The dimensionless boundary 
layer equations governing the conservation of mass momen
tum and energy in the natural convection side of the system 
shown in Fig. 1 are 

du dv 
+ = 0 

dx dy 

1 a 

Y7~dx ( -

u 

dv 
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-+v-

-+v-
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The dimensionless quantities are defined as 

x y u 

If 

(1) 

(2) 

(3) 

x HRa- u- u/(HRa-v') 

v 
ctH/(HRa-'A)2 T= 

T-Vi(Ts + Tc) 

T<-T„ 
(4) 

The above nondimensionalization was based on boundary 
layer scaling. A comprehensive treatment of boundary layer 
scaling in natural convection problems is presented in a recent 
heat transfer textbook [9]. Here, for the sake of brevity, the 
details that led to (4) are omitted. However, it is worth clarify
ing that the scale of the thickness of the boundary layer 
(q ~ HRa ~v>, Fig. 1) was used to nondimensionalize the 
horizontal coordinate (x). The new parameters appearing in 

equations (l)-(4) are the Prandtl number and the Rayleigh 
number based on the wall height and the side-to-side 
temperature difference 

Ra = 

Pr = c/a, 

gPfP(Ts-Tc) 

(5) 

(6) 

Equation (2) was derived by eliminating the pressure gra
dients between the x and y momentum equations after cross 
differentiating and subtracting these equations. In addition, 
equation (2) accounts for the Boussinesq approximation which 
states that the fluid density is constant everywhere except in 
the buoyancy term in the momentum equation where it 
depends on temperature according to 

P = P0[l-ftT-T0)] (7) 

Here, @ is the coefficient of thermal expansion and subscript 0 
stands for a reference state. In the case where Pr>0( l ) the in
ertia terms in the momentum equation are negligible com
pared to the viscous and the buoyancy terms. Hence, in this 
case, the momentum equation represents a balance between 
friction and buoyancy forces. It has been shown [2, 9] that 
omitting the inertia terms in equation (2) yields acceptable 
results (accurate within 10 percent) even for Pr = 0(l). The 
present investigation focuses on Prandtl numbers of order uni
ty or higher, on the natural convection side. Hence, the inertia 
terms in (2) are omitted to yield 

a3y dT 

dx3 dx 

The boundary conditions for the natural convection side 
read 

(9) 
u = v = 0, T=Tw(y)atx = 0 

v = 0, T= -Vi as x- oo 

One more condition, namely the matching of the heat fluxes 
from the two sides at the wall, will be discussed after the 
mathematical formulation for the condensation side has been 
completed. Note that the wall temperature Tw(y) is an 
unknown function of the vertical coordinate to be determined 
by the problem solution. 

b Condensation Side. The classical solution of the film 
condensation problem from a vertical plate [8] yields 

v* = (dx*+^-) (10) 

Nomenclature 

B = 

H = 
hh = 

k = 

Nu = 
Pr = 

q = 

Q = 
Ra = 

dimensionless parameter , 
equation (18) 
dimensionless parameter , 
equation (15) 
specific heat at constant 
pressure 
gravitational acceleration 
wall height 
latent heat of condensation 
fluid thermal conductivity on 
the natural convection side 

Nusselt number, equation (25) 
Prandtl number, equation (5) 
natural convection boundary 
layer thickness scale 
overall heat flux through the 
wall 
Rayleigh number, equation 
(6) 

Ra7 = 

T = 
1 c 

T = 
T = 

T = 

u 

V 

X 

y 
a 

film Rayleigh number, equa
tion (14) 
cold temperature 
saturation temperature 
wall temperature 
dimensionless temperature, 
equation (4) 
horizontal velocity 
component 
vertical velocity component 
horizontal Cartesian 
coordinate 
vertical Cartesian coordinate 
thermal diffusivity = k/pcp 

coefficient of thermal 
expansion 
condensation film thickness 
Oseen function 
viscosity 

v = kinematic viscosity 
£ = Oseen function 
p = fluid density 

Subscripts 
* 

c 

f 
I 
s 
V 

w 

= dimensionless quantity for the 
condensation side 

= cold 
= film 
= liquid in the condensation side 
= saturation 
= vapor in the condensation side 
= wall 

Symbols 
= dimensional quantity for the 

natural convection side 
= quantity averaged in x 
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T = - ( 1 / 2 - 7 U V ) ) — + T„(y) (11) 
o 

db * - Tw(y) (12) 
dy l+B{Vi-Tw(y)) 

Note that the derivation of equations (11) and (12) allows for 
altitude-dependent wall temperature. The dimensionless quan
tities for the condensation side are defined as follows 

* -.6- § 

HRa,-* HRa V 

Pi 

(13) 

[HRa/'/4]2 

where Ra^ is the film Rayleigh number 

Ra'—TMTS-Tc)
 (14) 

and where the parameter B measures the degree of subcooling 
in the film 

B-
h 

(15) 
'A 

Subscripts / and v stand for liquid and vapor phases, respec
tively, and hfg is the latent heat of condensation. Solutions 
(10)-(12) satisfy the boundary conditions for the condensation 
side of the system 

u„=0 , T=Tw(y) 

= 0, r='/2 
dx* 

at x* = 0 

at x* = - 5 
(16) 

The remaining condition which couples the two reservoirs is 
that the heat flux is continuous at the wall. In terms of dimen
sionless quantities this condition reads 

A(°L) _={*?) + (17) 
V 9x« /x*=o \ dx / x=o + 

where 

A-
k, Ra~'/4 

T Ra/" (18) 

Before closing this section it is worth clarifying that implicit in 
the formulation of the problem is the simplifying assumption 
that the thermal resistance of the wall separating the two reser
voirs is negligible in the horizontal direction following [1, 4]. 
Hence, the temperature of the wall is independent of the 
horizontal coordinate. 

3 Theoretical Solution 

Since the expressions for the temperature distribution, the 
velocity, and the film thickness for the condensation space 
were obtained in the previous section, here we will focus on 
the Oseen-linearized solution for the open space. The Oseen 
method gives excellent results in natural convection problems 
[2-5, 9]. One obvious advantage of this method compared to 
classical integral solutions is that the velocity and the 
temperature profiles are not guessed but obtained by solving 
the linearized governing equations. In addition, the Oseen 
method contains all the attractive (for their simplicity) 
features of the integral methods. 

According to the Oseen linearization method the horizontal 
velocity u and the temperature gradient in the vertical dT/dy 
are assumed to be unknown functions of altitude, u(y) and 
7"0) in the energy equation (3). Based on this assumption the 
energy equation becomes linear and can be solved theoretical
ly. Omitting all the intermediate steps, for they can be found 

in [4], we report only the final expressions for the temperature 
and the velocity distributions 

T„+V2 

2U 
e^^sin (%x) (19) 

Tw+Vi 

2X£ 
e-^[(A2-£2)sin £*-2X£ cos £*]-'/2(20) 

To determine the unknowns \(y), £(>>) we require that equa
tions (19) and (20) satisfy the energy equation (3) on the wall 
(x = 0) and after it is integrated over the boundary layer 
thickness (from x=0 to x—•<»). These operations yield two 
more equations for X and £. Eliminating f in favor of X the 
following expression is obtained 

-djl 16X3 \=MTW+V2) (21) 

In addition, combining the matching condition of equation 
(17) with equations (11) and (20) and eliminating £ yields 

Vi + T 
A=U + " (22) 

Vz - T„ 

To proceed, equations (12), (21), and (22) are combined to 
yield the following two expressions containing two unknowns 
namely, Tw(y) and 50) 

d5 -2S('A + TW)4(2-T„) 

dTw ~ {2Af(Vz - Tw)*[l + B(Vz - T„)] + 3(Vi + TJH'A - T„f 

(23) 

dy = 2[\+B(V2-TwW/2 + Twfb"(2--Tw) 

dTw (2A)W* ~ Twy[l+B(Vz - Tw)] + 3(Vi + Twf{Vi-Twf 

(24) 

The above differential equations (23) and (24) need to be in
tegrated numerically to determine Tw(y), &(y). In the boundary 
layer regime ( / f » 5 ) the system operates like a very long 
counterflow heat exchanger. Therefore, Tw(y) assumes values 
between the two reservoir temperatures, Vi and —Vi. The 
numerical integration was performed by using the Runge-Kut-
ta method [10, 11]. To start the integration, initial values (at 
y = 0) for both y and 5 are required. The initial value of y is 
known (y = 0). However, the value of the condensation 
thickness 5 at y = 0 is not known. Hence, an interactive process 
is followed: The initial value of 6 is guessed and the integration 
in T„ follows next by starting at Tw = - V% and by advancing 
in small steps in T„ until the other "extreme" of the T„ range, 
namely, Tw = Vz is reached. The value of y at which Tw = Vi is 
then checked. The process is repeated by adjusting the initial 
value of 5 so that eventually T„ = Vi takes place at y = 1. The 
step in T„ used was small enough so that reducing the step in 
T„ further had no effect on the results. The numerical pro
cedure outlined above was repeated for a wide range of 
parameters A and B and the main results are reported in Table 
1. 

Table 1 Summary of numerical results 
B S(y = 0) NuRa" ,/4 

0.01 
0.03 
0.1 
0.3 
1 
3 
10 
20 
1 
1 
1 
1 
1 

1 
1 
1 
1 
1 
1 
1 
1 
0 
0.1 
10 
102 
103 

1.183 
1.175 
1.152 
1.101 
0.975 
0.785 
0.559 
0.449 
1.056 
1.046 
0.727 
0.44 
0.2506 

0.0108 
0.0309 
0.0904 
0.209 
0.4005 
0.538 
0.597 
0.606 
0.391 
0.392 
0.4336 
0.4874 
0.534 
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Fig. 2 The thickness of the condensation film (left) and the natural values of B 
convection boundary layer (right) for A = 1 and representative values of 
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Fig. A The wall heat flux distribution for 4 = 1 and representative 
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Fig. 3 The wall temperature distribution for A -
values of B 

1 and representative 

4 Results and Discussion 

At first, the numerical calculations were focused on deter
mining the importance of the subcooling parameter B on the 
resulting flow structure and heat transfer. Figure 2 shows plots 
of the condensation film thickness (<5) and the natural convec
tion boundary layer thickness (1/X) versus the vertical coor
dinate y. The fact that the quantity 1/X is the dimensionless 
boundary layer thickness results from the exponential term in 
equation (20) representing the decay of the temperature 
distribution with x [4, 5]. Both boundary layers increase in 
thickness in the flow direction with the exception of a thin 
region near y = 1 where the thickness of the natural convection 
boundary layer reduces rapidly to zero. Clearly, the effect of 
the subcooling parameter B is felt more on the condensation 
side than in the natural convection. In fact, in the scale of Fig. 
2 the effect of B on the natural convection boundary layer 
thickness cannot be distinguished. Increasing B yields thinner 
boundary layers on both sides. This result makes sense 
physically since enhanced subcooling means enhanced heat 
transfer across the wall, hence sharper thermal boundary 
layers. 

Figures 3 and 4 exemplify the wall temperature distribution 
and wall heat flux distribution, respectively. The wall 
temperature increases almost linearly with height. Near the 
two ends of the wall, where the present boundary layer ap
proximations break down, the wall temperature departs from 
its linear distribution and assumes the values of the reservoir 
temperatures (Fig. 3). Increasing B yields a more uniform wall 
temperature distribution. The trend shown in Fig. 3 reveals 
that as B becomes increasingly large the wall will take on the 
saturation temperature of the condensation side. However, 
this will require extremely large values of B which, in turn, will 
yield very thin condensation films as indicated in Fig. 2 (note 
that the value B = 1 is already large from a practical stand
point). It is worth clarifying that the present analysis does not 
account for the phenomenon of rippling which may appear as 
the thickness of the condensation film diminishes (B—oo). 
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Fig. 8 Temperature profiles in the condensation film and the natural 
convection boundary layer at midheight for B = 1 and representative 
values of A 

'W 
Fig. 6 The wall temperature distribution for S = 1 and representative 
values of A 

Figure 4 shows that for small values of B the heat flux 
distribution is almost independent of altitude for most part of 
the wall. Near the two ends the heat flux blows up. Increasing 
B enhances the local heat flux. In addition, the heat flux 
distribution exhibits a stronger dependence on y as B 
increases. 

Next, the effect of parameter A on the main characteristics 
of the problem of interest is examined. As illustrated in Figs. 

5-7, in a qualitative sense, the effect of parameter A is similar 
to that of parameter B. However, examining Figs. 2-4 
vis-a-vis Figs. 5-7 proves that the effect of "interaction" 
parameter A on the conjugate condensation-natural convec
tion phenomenon is much more pronounced. Increasing A 
results in thinner layers on both sides (Fig. 5). In addition, 
very large values of A yield a uniform wall temperature 
distribution equal to the saturation temperature of the hot 
reservoir (Fig. 6). Examining the physical significance of 
parameter A indicates that this result is correct. Indeed, equa
tion (18) implies that large values of A correspond to cases 
where the condensation phenomenon dominates over the 
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Fig. 9 Summary of heat transfer results documenting the effect of 
parameters A and 8 on the overall heat flux from the condensation side 
to the natural convection side 

natural convection phenomenon. The effect of increasing A is 
to enhance the local heat flux on the wall (Fig. 7). 

The temperature distribution within the condensation film 
and within the natural convection boundary layer at midheight 
is shown in Fig. 8. Clearly, parameter A has a dominant effect 
on the temperature distribution. Increasing A also increases 
the wall temperature at midheight. In addition, going from 
^4=0.1 to A = 10 in Fig. 8 alters the picture from one ex
hibiting an almost isothermal natural convection thermal 
boundary layer interacting with a significantly nonisothermal 
condensation film, to one exhibiting a nonisothermal natural 
convection thermal boundary layer coupled with an almost 
isothermal condensation film. Note that the temperature pro
files in the left side of Fig. (8) extend between the wall and the 
edge of the respective condensation film. Outside the conden
sation film the temperature is constant and equal to that of the 
warm reservoir (T=0.5). 

Finally, in Fig. 9 our attention is shifted to reporting heat 
transfer results of engineering importance. This task is per
formed with the help of a Nu/Ra ,/4 versus A graph. The 
Nusselt number is defined as follows 

Nu = - Q 
k(Ts-Tc) 

(25) 

where k is the thermal conductivity of the fluid in the natural 
convection side, and Q is the total heat flux through the wall 
obtained by integrating numerically the local heat flux in the 
horizontal direction over the entire height of the wall. As ex
plained in the discussion pertaining to Figs. 4 and 7 the local 
heat flux is singular at y = 0 and 1. However, the total heat 
flux Q through the wall is finite. Similar behavior of the heat 
flux integral is reported in [1-5]. Increasing A while keeping B 
constant (Fig. 9) enhances heat transfer until a plateau is 
reached for large values of A. This plateau corresponds to the 
case where the wall has the temperature of the condensation 
reservoir (T„=Vi). Focusing on the natural convection side 
and repeating the analysis reported in the previous section 
while keeping T„ = Vi yields 

Nu = 0.621Ra'/4 (26) 

As Bejan and Anderson noted in [4] this asymptotic result 
agrees well (within 2.6 percent) with similarity solution results 
[8] for the constant wall temperature natural convection prob
lem in the limit of large Pr. 

An asymptotic expression for Nu can also be obtained in the 
limit of small A. In this case the wall temperature is T„ = - Vi. 
Working with the condensation side this time for Tw = - Vi 
yields 

Nu = — A 
3 ( ^ ) 

Rav (27) 

The validity of equation (27) is justified by the fact that in the 
extreme B = 0 and for k, = k, it becomes identical to the 
Nusselt number expression reported by Rohsenow [12] for the 
case of film condensation from a vertical wall at constant 
temperature (Nu = 0.943 R a / ) . Expression (27) is also plotted 
in Fig. 9 for B = 1. The points denoted by circles bridging the 
gap between asymptotes (26) and (27) were obtained 
numerically. Clearly, for A <0.1 and A > 10 expressions (27) 
and (26), respectively, constitute a good approximation for 
Nu. 

The points denoted by triangular symbols correspond to the 
case A = 1 and illustrate the effect of B on the overall heat 
transfer through the wall. Increasing B enhances the heat 
transfer from the condensation side to the natural convection 
side; however, this effect is considerably weaker than the ef
fect of A on the overall heat transfer. 

The fact that the impact of parameter B on the results is 
weak, as clearly illustrated in Figs. 2-4 and 9 and in Table 1, 
has a number of important implications which generalize the 
usability of Fig. 9 as a thermal design tool. First, we note that 
for water condensation the values of B are in the range 
10~4<J3<10~2 . In this range, the maximum change in 
NuRa"'7' induced by varying B is 0.26 percent (Fig. 9, Table 
1). In fact, going from B = 0 to B=l increases NuRa-'7* by 
less than 2.4 percent. Therefore, the effect of B may be 
neglected for all practical purposes. Even using results for 
B=\ in cases where B<\0~2 constitutes an excellent 
approximation. 

Based on the above observations, the following can be 
deduced regarding the use of Fig. 9 for values of A and B 
other than the ones investigated in the present study: 

• Since varying B from ,8 = 0 to B= 1 leaves the value of the 
group NuRa~'/4 practically unchanged, the curve reported in 
Fig. 9 for B = 1 provides an excellent estimate for all values of 
B in the above range. 
• For similar reasons, a family of A — const curves can be 
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easily obtained in the range B < 1 by drawing lines parallel to 
the line 5 = 0, A = 1, for different values of A. 

5 Conclusion 

This paper reported a theoretical study of conjugate film 
condensation and boundary layer natural convection coupled 
through a vertical wall. The natural convection side of the 
system was treated based on the Oseen-linearization method 
and the condensation side based on thin film analysis. The 
solution of the problem was made possible by matching the 
findings of the analyses for each side, on the wall. Represen
tative results for the condensation film thickness, the natural 
convection boundary layer thickness, the wall temperature 
and the wall heat flux were presented in the course of the 
study. The temperature variation along the wall was approx
imately linear except in the regions near the two ends. Increas
ing the "interaction" parameter A or the subcooling 
parameter B yielded thinner layers on both sides and enhanced 
the local flux at the wall. The effect of A on the flow and heat 
transfer characteristics of the system was drastic relative to the 
effect of B. 

Heat transfer results were reported in Table 1, and in Fig. 9 
by means of a Nu/Ra'/4 versus A plot. Asymptotic expressions 
for the overall heat transfer through the wall were also ob
tained in the limits of small A (equation (27)) and large A 
(equation (26)). These expressions agree very well with known 
results for the case of film condensation along a vertical wall 
at constant temperature [12] and for natural convection along 
a vertical wall at constant temperature [8]. 

Acknowledgments 

I am grateful to NSF for providing financial support for this 
research through Grant ENG-8451144. 

References 
1 Lock, G. S. H., and Ko, R. S., "Coupling Through a Wall Between Two 

Free Convective Systems," International Journal of Heat and Mass Transfer, 
Vol. 16, 1973, pp. 2087-2096. 

2 Anderson, R., and Bejan, A., "Natural Convection on Both Sides of a 
Vertical Wall Separating Fluids at Different Temperatures," ASME JOURNAL OF 
HEAT TRANSFER, Vol. 102, 1980, pp. 630-635. 

3 Bejan, A., and Anderson, R., "Heat Transfer Across a Vertical Im
permeable Partition Imbedded in Porous Medium," International Journal of 
Heat and Mass Transfer, Vol. 24, 1981, pp. 1237-1245. 

4 Bejan, A., and Anderson, R., "Natural Convection at the Interface Be
tween a Vertical Porous Layer and an Open Space," ASME JOURNAL OF HEAT 
TRANSFER, Vol. 105, 1983, pp. 124-129. 

5 Gill, A. E., "The Boundary Layer Regime for Convection in a Rec
tangular Cavity," Journal of Fluid Mechanics, Vol. 26, 1966, pp. 515-536. 

6 Sparrow, E. M., and Prakash, C , "Interaction Between Internal Natural 
Convection in an Enclosure and an External Natural Convection Boundary 
Layer Flow," International Journal of Heat and Mass Transfer, Vol. 24, 1981, 
pp. 875-907. 

7 Sparrow, E. M., and Faghri, M., "Parallel Flow and Counterflow on an 
Internally Cooled Vertical Tube," International Journal of Heat and Mass 
Transfer, Vol. 23, 1980, pp. 559-562. 

8 Rohsenow, W. M., Hartnett, J. P., and Ganic, E., eds., Heat Transfer 
Fundamentals, 2nd ed., McGraw-Hill, New York, 1985. 

9 Bejan, A., Convection Heat Transfer, Wiley, New York, 1984. 
10 Carnahan, B., Luther, L. A., and Wilkes, J. O., Applied Numerical 

Methods, Wiley, New York, 1969. 
II Ferziger, J. H., Numerical Methods for Engineering Application, Wiley, 

New York, 1981. 
12 Rohsenow, W. M., "Heat Transfer and Temperature Distribution in 

Laminar Film Condensation," ASME JOURNAL OF HEAT TRANSFER, Vol. 78, 
1956, pp. 1645-1648. 

566 / Vol. 108, AUGUST 1986 Transactions of the ASME 

Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



K. N. Agrawal 
Lecturer. 

H. K. Varma 
Professor. 

S.Lai 
Professor. 

Mechanical and Industrial 
Engineering Department, 

University of Roorkee, 
Roorkee-247 667, 

India 

Heat Transfer During Forced 
Convection Boiling of Ft-12 Under 
Swirl Flow 
This work is an experimental investigation of heat transfer augmentation in a 
horizontal R-12 evaporator, continuing an earlier study [1] by the authors on swirl 
flow pressure drops. Twisted tapes were used to create swirl motion during the flow 
boiling inside an evaporator tube of 10 mm i.d. Average heat transfer coefficients 
have been determined for 60 runs corresponding to three heat fluxes, five mass 
velocities, and four twist ratios. Swirl flow heat transfer coefficients have been 
found, in general, to be greater than the corresponding plain flow values, but the 
degree of enhancement varies depending on the test conditions and the twist ratio of 
the inserted tape. An empirical correlation which predicts the average swirl flow heat 
transfer coefficients within ±30 percent of the experimentally observed values has 
been successfully developed. 

Introduction 
It has always been the endeavor of the designers to achieve 

maximum heat transfer rates in heat exchangers and other 
such equipment. The idea of enhancing heat transfer rates by 
using "turbulence promoters" (also called "spiral 
generators," "swirl generators," or "vortex generators") in 
fluid flow passages is not new [2-4], but the literature in this 
area has grown larger and faster recently [5-8]. Several in
vestigations carried out earlier in this direction have estab
lished that the swirl generators are promising devices for 
augmenting heat transfer rates in heat exchangers. 

The spiral generators used for creating swirl/disturbance in 
the flow are of various shapes and sizes, and the performance 
of these turbulators has been investigated from time to time. A 
review of literature in this field indicates that although the 
swirl generators improve heat transfer rates, a clear general
ized quantitative picture is not yet available. Most of the ex
periments carried out in this direction relate to single-phase 
swirl flow studies. Work on two-phase swirl flow boiling of 
liquids [5, 9-11] is comparatively less while data on swirl flow 
boiling of refrigerants have been scantily reported [11, 12]. 
The present work was taken up, therefore, with the possible 
aim of achieving better heat transfer results in a refrigerant 
evaporator by swirling the flow inside it. Refrigerant 12 was 
taken as the working fluid because of its wide application in 
refrigeration systems. 

Experimental Setup and Operating Procedure 
This study concerns the determination of heat transfer rates 

occurring during forced convection boiling of R-12 in a 
horizontal stainless steel evaporator under swirl flow condi
tions. The schematic diagram of the experimental setup used 
for this purpose is shown in Fig. 1. It was a closed circuit heat 
transfer test loop in which a condensing unit circulated R-12 
through the rotameter, preheater, test section, and 
afterheater. Two manually operated expansion valves were 
connected in parallel in the circuit ahead of the preheater. One 
valve provided a coarse control of flow rate of refrigerant 
while the other one was a precision expansion valve. The 
refrigerant, after throttling in the expansion valves, entered 
the preheater where it could be supplied a predetermined 
quantity of heat to obtain a desired vapor quality at the test 
section inlet. The liquid-vapor mixture then passed through 
the test section where it was heated up electrically by passing 
alternative current through the tube wall with the help of a 
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HEAT TRANSFER. Manuscript received by the Heat Transfer Division August 9, 
1983. 

variable voltage transformer. A back-pressure regulating valve 
(not shown) installed downstream of the test section main
tained constant pressure at the tube outlet. An afterheater was 
installed in the suction line to ensure that no liquid refrigerant 
entered the compressor. 

Test Equipment. The test section consisted of a round 
stainless steel tube, 10 mm in internal diameter and 12.94 mm 
in outer diameter. It was 2.1 m long with copper buss connec
tors at both ends to supply electrical power to the tube. Two 
pressure taps were on the sides of the connector. Twenty-four 
S.W.G. copper-constantan thermocouples were spot welded at 
ten locations, equally spaced at regular intervals of 20 cm, one 
each at the top, side, and bottom of the tube. Mild steel flange 
couplings were brazed at the two ends of the tube so that the 
tube could be detached out of the test assembly for the inser
tion of twisted tapes. The stainless steel tube, along with the 
buss connectors and flange coupling, was electrically isolated 
from the rest of the assembly by nuprone tubing. The test sec
tion was placed inside a wooden box to insulate it thermally 
from the surroundings. A 6-mm-thick roll of glass wool was 
wrapped around the tube and the entire wooden box was filled 
with loose glass wool. The test-section assembly is shown in 
Fig. 2. 

The twisted strips were made from 0.5-mm-thick stainless 
steel flats and fitted snugly inside the test section tube as 
described in [1]. Necessary controls and instruments were in
stalled to control and measure the heating rates, flow rates, 
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and various pressures and temperatures at the desired 
locations. 

Operating Procedure. First of all, the discharge valve of the 
compressor was opened and water from the mains was made 
to flow through the subcooler and the after-heater tank. The 
compressor motor was then started and the suction valve of 
the compressor was gradually opened. The receiver valve was 
opened next, and the liquid refrigerant was then allowed to 
flow in a small quantity to the test section through the 
rotameter and preheater by operating the two hand expansion 
valves. The power supply was then passed to the test section 

with the help of the stepdown transformer and the desired heat 
flux was obtained by regulating the transformer in such a way 
that the digital multimeter showed the required voltage across 
the test section. The desired refrigerant flow rate was obtained 
by adjusting the expansion valves again and observing the 
reading on the rotameter. The electric load required in the 
preheater in order to get a predetermined refrigerant quality at 
the test section inlet was supplied by regulating the voltage 
supplied to the preheater with the help of variable 
transformer. A constant gage pressure of 137.8 kPa (20 psig) 
was maintained at the test-section outlet in all the runs with 
the help of a back-pressure regulator (not shown in Fig. 1). In 
order to determine whether the system had attained the steady 
state, wall and refrigerant temperatures were observed fre
quently. The data were recorded when these values stabilized. 

Experiments were conducted first with the bare tube; when 
the recording of a set of experimental data for this tube was 
over, the system was pumped down and the desired twisted 
tape was installed. The required data were recorded again for 
the tube now fitted with the tape. 

Experimental Parameters. The pertinent dimensions of the 
test section and the range of operating parameters for this in
vestigation were as follows: 

(0 Tubing: stainless steel, round cross section 
Roughness = 1.08 /am (average value) 
Inside diameter = 1 0 mm 
Outside diameter = 12.94 mm 
Heated length = 2.1 m 

(if) Twisted tapes: stainless steel flats 

Nomenclature 

B,Blt 

A = 
a = 

A2 = 
B, = 

w,, m-,, n 

b = 
C = 

CP = 
D = 
F = 
/ = 
G = 

g = 
H = 
h = 
J = 

k = 
L = 

M = 
, n2 = 

Q = 

R = 
T = 
J w 

1 sat 

AT = 

X„ = 

x 
Ax 

y 

Bo 
Fr 

flow area, m2 

tape thickness, m 
coefficients 
coefficients 
tape width, m 
fluid velocity, m/s 
specific heat at constant pressure, J/kg-K 
inside tube diameter, m 
dimensionless parameter 
function of 
mass velocity, kg/s-m2 

acceleration due to gravity, m/s2 

enthalpy, J/kg 
heat transfer coefficient, W/m2-K 
mechanical equivalent of heat, used in 
equation (6) 
thermal conductivity, W/m-K 
heated length, m 
mass flow rate, kg/s 
exponents 
heat flux, W/m2 

radius of the tube, m 
wall temperature inside tube, K 
saturation temperature, K 
wall to bulk fluid temperature difference, 
K 
Lockhart-Martinelli chi parameter, 

vapor quality 
change in vapor quality 
twist ratio (ratio of "half of the pitch of 
the helix" to the inside tube diameter) 
boiling number = q/(GHje) 
Froude number = C\/gD 

Subscripts 

Gr = Grashof number = gfiATD^v2 

Pr = Prandtl number = iiCp/k 
Re = Reynolds number = GD/p, 

j3 = volumetric coefficient of expansion, K ~' 
/x = absolute viscosity, kg/s-m 
v = kinematic viscosity, m2 /s 
p = density, kg/m3 

a = axial component 
b = bulk 
B = bottom 

BP = Bo Pierre equation (equation (6)) 
cc = centrifugal convection 
/ = film temperature 

fg = latent heat 
h = hydraulic 
/ = liquid 

m = arithmetic mean value 
np = nonboiling plain flow 
ns = nonboiling swirl flow 
p = plain flow boiling 

pm = plain flow boiling—observed mean 
values 

px = plain flow boiling—observed local values 
s = swirl flow boiling 

sm = swirl flow boiling—observed mean values 
sp = swirl flow boiling—predicted mean 

values 
sx = swirl flow boiling—observed local values 
s = side 
/ = tangential component 

T = top 
x = local value 
z = location number 
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Roughness = 0.267 ixm (average value) 
Thickness = 0.5 mm 
/values = 3.76, 5.58, 7.37, 10.15 

(Hi) Test conditions: fluid R-12 
Mass velocity = (7.0 to 14.0) X 105 kg/hr-m2 

Heat flux = 8.0 to 13.6 kW/m2 

Vapor quality = 0.30-0.75 
System pressure = 138 to 166 kPa 

Data Reduction 

In order to analyze the experimental data, it was necessary 
to reduce them into desired parameters. A computer program 
was written for this purpose and was run to calculate these 
parameters. As mentioned earlier, the test evaporator tube 
was heated electrically by passing an alternating current 
through it. Since the tape was snugly fitted inside the tube, a 
part of the total electric current was also flowing through it. In 
order to have an estimate of the amount of heating being done 
in the tape, the electrical resistances of the bare tube and the 
tube fitted with the four different twisted strips were 
measured. The resistance of the strips was found to be in the 
range of 7.415 to 7.566 times the bare tube resistance. The 
amount of heat generated in the strips was also calculated and 
it was found in the range of 11.67 to 11.88 percent of the total 
heat generated. The results of Lopina and Bergles [6] who con
ducted a similar experiment on single-phase swirl flow of 
water adopting d-c heating of the tube do not indicate any ap
parent effect of the heating of the tape on the heat transfer 
behavior for a similar situation. The amount of heating of the 
tape in the present investigation is expected not to affect the 
heat transfer mechanism significantly. 

The heat flux q was calculated by dividing the product of 
the voltage applied to the test section and the total current by 
the inside surface area of the tube as was also done by Lopina 
and Bergles [6]. Equation (1) was used to calculate the heat 
transfer coefficients 

h = -
T —T 

(1) 

Since the outside wall temperatures at the top, side, and bot
tom points at a particular location were measured, the inside 
wall temperatures at respective points were found by sub
tracting temperature drop from these known values. The 
temperature drop in the wall of the tube was found by using 
the equation of internal heat generation given by McAdams 
[13]. The Tsat in equation (1) was taken as the saturation 
temperature corresponding to the pressure of the refrigerant at 
any section of the tube. The pressure at any section was 
calculated on the basis of measured pressures at the inlet and 
exit of the tube and by assuming a linear pressure drop along 
the test-evaporator length. Equation (1) was then applied to 
find the top, side, and bottom heat transfer coefficients hT, 
hs, and hB, respectively, at any section. 

The local heat transfer coefficient hx at any location (sec
tion) x was found by using equation (2) 

hT + 2hs + hB 
hx= -A (2) 

The temperatures at stations 1,2, and 10 of the thermocouples 
showed in general a random behavior. This was apparently 
due to entrance and axial conduction effects. In order to 
calculate the average heat transfer coefficients therefore only 
seven values of hx from the third to ninth location were taken. 
At each heat flux when the desired vapor qual
ity did not occur at the exit of the tube in one run, heating was 
employed in the preheater so that the vapor quality at the inlet 
and hence at the exit of the tube increased. This ensured that 
the vapor quality at the tube outlet for all the test conditions 
was about 75 percent. 

Results and Discussion 

Overlapping of Data and Plain Flow Boiling Local Heat 
Transfer Coefficients. When the desired range of vapor quali
ty during evaporation was achieved in two or more runs as 
described above, the heat transfer coefficients obtained in 
such runs were checked for continuity (overlapping). It was 
observed that the coefficients showed a continuous trend in 
the heat flux range of 8000 W/m2 to 13,600 W/m2 . Further
more, the plain flow boiling heat transfer coefficients were 
compared with the Lavin-Young [15] and Chad-
dock-Noerager [14] correlations, and were found to agree 
satisfactorily with them as shown later. 

At the higher heat fluxes of 16,000 W/m2 and 20,000 
W/m2 , it was observed that the heat transfer coefficients both 
in plain flow and swirl flow boiling are reduced considerably 
when the vapor quality of the refrigerant at the test-section in
let is high, of the order of 0.5. An examination of the heat 
transfer coefficients for plain flow showed that they do not 
agree satisfactorily with the values predicted by correlations of 
Lavin and Young (equation (4)) and Chaddock and Noerager 
(equation (3)). However, the agreement was found to be quite 
satisfactory when the refrigerant either entered the test section 
directly from the expansion valve or had a low vapor quality 
of the order of 0.3 at the inlet. A study of experimental data 
obtained at these high heat fluxes and higher vapor qualities 
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suggests that a highly unstabilized flow exists in the 
evaporator when the inlet vapor quality is high. This instabil
ity in flow, coupled with an increased rate of vapor formation 
at higher heat fluxes, appparently leads to an unstable liquid 
film at the wall. Thus an increase in the wall temperatures 
results, which consequently yields a lower heat transfer 
coefficient. 

During plain flow boiling of liquids in a horizontal 
evaporator, equations (3) and (4), proposed by Chaddock and 
Noerager [14] and Lavin and Young [15], respectively, are 
widely accepted as standard correlations for predicting local 
heat transfer coefficents hnr 

0.67 -i 0.6 

(3) 
r / l o \ °-671 

ACN = (1 .85X*DB) [BO(10 4 ) + ( — j J 

hLY = (6.59)(ADB)(1 -x)0-8 ( 4 r f - ) '16 ( B o ) a l (4) 

where hm is the Dittus-Boelter heat transfer coefficient 
calculated by equation (5) 

hm= 0.023 (^)(Re)?-8(Pr)?-< (5) 

A comparison of the present experimentally observed plain 
flow boiling local heat transfer coefficients hm with /zCN and 
hLY is shown in Figs. 3 and 4, respectively. Approximately 370 
data points in the heat flux range of 8000 to 20,000 W/m2, 
with the refrigerant mass velocities varying from 7.0X 105 to 
14.0 x 105 kg/hr-m2 in the vapor quality range of 0.30 to 0.75, 
have been plotted on these graphs. In this investigation lower 
values of the heat transfer coefficients were observed at heat 
fluxes of 16,000 W/m2 and 20,000 W/m2 when the inlet qual
ity was increased with the help of the preheater (vapor quality 
approximately 0.50 to 0.75). It is seen in Figs. 3 and 4 that ap
proximately 70 data points (shown in rectangle) which pertain 
to this condition do not agree well with ACN and hLY. 

The remaining 300 data points correlate satisfactorily with 
hCN and hLY and it is also noticeable that hpx shows a better 
agreement with hCN than with hLY. Since a discontinuous 
change in heat transfer coefficients was observed at 16,000 
W/m2 and 20,000 W/m2 heat fluxes, finding average h values 
and trying to develop a correlation including these data was 
not attempted. Average heat transfer coefficients were 

calculated for the heat flux range of 8000 W/m2 to 13,600 
W/m2 only and these data were correlated. 

Plain Flow Boiling Average Heat Transfer Coefficients. 
Equation (6) proposed by Bo Pierre [16] is a widely accepted 
standard correlation for predicting average heat transfer coef
ficients during plain flow boiling of a refrigerant in a horizon
tal evaporator 

*-fe)«M^)] (6) 

where B = 0.0009 and n = 0.5 for exit vapor qualities < 0.9; 
B = 0.0082 and « = 0.4 for exit vapor qualities > 0.9 to 6K 
superheat. 

A comparison of the average plain flow boiling heat 
transfer coefficients hpm from the present investigation with 
hBP is shown in Fig. 5. Fifteen data points corresponding to 
three heat fluxes of 8000, 10,700, and 13,600 W/m2 and the 
five mass velocities have been plotted. It is seen in this figure 
that approximately 12 data points lie between the - 15 percent 
and +40 percent lines. The tending of data toward the +40 
percent line suggests that the Bo Pierre equation slightly over-
predicts the experimental values. Overprediction from the Bo 
Pierre equation has also been reported by Singal et al. [17]. 

Behavior of Swirl Flow Heat Transfer Coefficients. Curves 
are plotted in Figs. 6 through 8 to study the effect of twist 
ratio, vapor quality, and heat flux on the heat transfer coeffi
cients. These curves show that there are marked random varia
tions in the heat transfer coefficients. Such fluctuations have 
been widely reported for plain flow boiling [18]. That there are 
similar large random fluctuations during swirl flow boiling is 
not surprising since flow boiling is known to be a highly 
unstable phenomenon. The reason that the lines of constant 
twist ratios cross each other, and sometimes the values of 
hsx/hpx fall below 1.0 as seen in Figs. 6 to 8, may be this 
unstable nature of boiling. Figure 6 shows that except in the 
narrow vapor quality ranges of 0.29 to 0.32 and 0.50 to 0.55, 
the heat transfer coefficients for the lowest twist ratio are the 
highest. If Figs. 6, 7, and 8 are compared for the effect of twist 
ratio, it is observed, in general, that as the twist ratio in
creases, the heat transfer coefficient decreases. 

It is also seen in Figs. 6 through 8 that not only the twist 
ratio, but also the vapor quality x and the heat flux q influence 
the ratio hsx/hpx considerably. While at heat flux of 8000 
W/m2 (Fig. 5), hsx/hpx has a maximum value of approximate
ly 2, it shifts to approximately 2.6 and 3.2, respectively, at 
heat fluxes of 10,700 to 13,600 W/m2. As can be observed in 
these figures, hsx/hpx ratios also vary significantly with the 
change in vapor qualities at all three heat fluxes. Their values 
are different at different vapor qualities, and an optimum 
range of vapor quality which would give a maximum hsx/hpx 
at all the twist ratios and heat flux is difficult to predict. 
However, in Figs. 7 and 8, which have been drawn for the two 
higher heat fluxes of 10,700 and 13,600 W/m2, respectively, 
the vapor quality range of 48 to 60 percent appears to be 
favorable because in this range, the ratio hsx/hpx is found to be 
uniformly high. 

Development of an Empirical Correlation 
The effect of twist ratio, heat flux, and mass velocity on the 

heat transfer coefficients has been discussed above, and it was 
found that the ratios hs/hp are mainly dependent on these 
three parameters. The dependence of hs/hp on these 
parameters thus suggests that the enhanced heat transfer coef
ficients in swirl flow are a function of both forced convection 
and swirl flow effects. On the basis of these observations, a 
model is proposed which considers that while the forced con
vection effects may be taken into account by two dimen-
sionless parameters, the Boiling number Bo and the Reynolds 
number Re, the swirl flow effect may be represented by the 
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twist ratio y. The ratio hs/hp can therefore be written 
mathematically in terms of these nondimensional numbers by 
expression (7) 

A 
h„ 

=/tRe, Bo, .y] (7) 

The present plain flow boiling heat transfer coefficients hp 

were found in fair agreement with the Bo Pierre correlation 
given by equation (6). It was felt that replacing hp by hBP in 
expression (7) would yield a better form of the equation 
because of the readily available values of hw from equation 
(6). This leads to expression (8) 

K/hw=J\Re,Vo,y\ (8) 

A study of past literature [5, 6, 9, 10] suggests that the swirl 
flow effects, which have been accounted for empirically by the 
twist ratio y in equation (8), consist of two factors: one per
taining to increased fluid velocity at the tube wall, and the 
other to a centrifugal force field set up in the flow due to the 
tape. The former effect has been termed the "spiral convec
tion effect," and the latter the "centrifugal convection ef
fect," by Lopina and Bergles [6]. They have suggested an ad
ditive expression of the following form to predict the single-
phase swirl flow heat transfer coefficients of water 

Ks = ( J - ) (5.) [[0.023(« Re,)°-«(Pr)°-*J 

(9) 

where a = V(7r2 +4y2)/2y. However, the experimental data 
of this investigation which are for the swirl flow boiling of 
R-12 did not agree with such an expression. 

Since spiral and centrifugal convection effects are not in
dependent, and a change in one factor affects the other also, 
an additive type of correlation to express equation (8) has not 
succeeded. A multiplication type of correlation given by equa
tion (10) was, therefore, attempted 

-p-=Ai(Reyi(Bo)bi(y)ci (10) 
"BP 

A computer program was run to calculate the coefficient A, 
and exponents ax, bu and c, of equation (10) by the method 
of least squares. Experimental average swirl flow heat transfer 
coefficients hsm were taken for hs in equation (10) for a total 
of 60 data points. This yielded the best fit equation (11) for 
predicting the swirl flow boiling heat transfer coefficients of 
the present investigation 
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= (0.2944)(10-2)(Re)2-247(Bo)1-624O)-°-5219 
(11) 

It should be noted that equation (11) has been developed for 
R-12 under the following experimental conditions 

8<(7<13.6kW/m 2 

0.30<x<0.75 

7 x l 0 5 < G < 1 4 x l 0 5 kg/hr-m2 

3.76<^<10.15 

The values of predicted swirl flow heat transfer coefficients 
hsp given by equation (11) have been plotted against the ex
perimentally observed values hsm in Fig. 9. It is observed in 
this figure that most of the predicted values lie within ±30 
percent of the experimental values. The above equation 
predicted the data with a mean deviation of -4 .16 percent 
and a standard deviation of 28.16 percent. 

A Physical Model. It may be recalled that the term y in 
equation (11), which is the twist ratio, accounts for the swirl 
effects of the tape in the heat transfer coefficient. As men-
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tioned earlier, the swirl effect consists of two factors, namely, 
the spiral convection effect and the centrifugal convection ef
fect. Lopina and Bergles [6] have shown that the spiral convec
tion effect of tape insert can be accounted for if Re in equation 
(11) is substituted by a term called "swirl Reynolds number" 
Res given by equation (12) 

R e , = — ' — (12) 
where 

c,=Vc?TcI (13) 

and 

C„=-
M 

„[-f*-*Z>] (14) 

Table 1 Coefficients, exponents, mean deviation and stan
dard deviation of equations (11) and (23) 

Equation (11) 0.2944 x 10' 
Equation (23) 0.1877 X 10" 

•2.247 1.624 
; 2.228 1.615 

-0.5219-4.1628.16 
-0.3565 -4.20 28.17 

c, = c, ••(£) 
from which 

where 

Re -*F^] 
Re = -

C„>D 

(15) 

(16) 

(17) 

Also, let the centrifugal convection effect be accounted for by 
a dimensionless parameter Fcc which is derived later. Equation 
(10) may then be written in the form of equation (18) which in
cludes the spiral convection effect and centrifugal convection 
effect separately 

K 
=^2(Res)"2(Bo)*2(Fcc)

c2 (18) 

In order to determine the nature of the centrifugal convec
tion function Fcc in equation (18), Tatom [19] has suggested 
that the effect of centrifugal convection can be accounted for 
if the Froude number, given by equation (19), is suitably 
modified 

F r = - ^ - (19) 
gD 

The Froude number Fr physically represents the ratio of iner-
tial forces to gravitational forces in forced convection. In 
swirling flow, the tangential component of the fluid velocity 
creates a centrifugal force field, and at high fluid velocities the 
centrifugal acceleration at the tube wall may considerably ex
ceed gravitational acceleration. This condition suggests the use 
of a modified Froude number, called the Swirl Froude number 
Frs given by equation (20) which represents Fcc of equation 
(Inappropriately 

C2 

Fr,= — (20) 

(I) D 

(21) 

equa-

(22) 

Substituting the value of C, from equation (15) in equation 
(20) it is seen that Frs is proportional to v2. Frs has been called 
the centrifugal convection parameter Fcc of equation (18) and 
it may be expressed by equation (21) 

Fa=A3(y)»3 

Substituting Fcc from equation (21) into equation (18) 
tion (22) is obtained 

—5-=,44(Re,)fl3(Bo)*3(v)C3 

A best-fit correlation for the swirl flow data of the present 
investigation is obtained again in the form of equation (22) to 
give 

- ^ = (0.1877)(10-2)(Re,)2-228(Bo)'-615(y)-0-3565 (23) 

For the same test conditions as in equation (11), the predicted 
values of the average heat transfer coefficients hsp from equa
tion (23) have been plotted against the experimentally ob
served values, hsm, in Fig. 10. It is again found that equation 
(23), like equation (11), predicts the swirl flow heat transfer 
coefficients satisfactorily with a mean deviation of - 4.20 per
cent and a standard deviation of 28.27 percent. Table 1 has 
been prepared to compare the coefficient, exponent, mean, 
and standard deviations of equations (11) and (23). 
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It is seen in Table 1 that both equations (11) and (23) predict 
data with aproximately the same accuracy. It may be recalled 
here that while equation (11) is a purely empirical one, equa
tion (23) has been developed by considering a physical picture 
of the swirl flow phenomenon and by taking into account 
separately the spiral convection effect and centrifugal convec
tion effect existing in such flows. 

Conclusions 
1 Heat flux, tape-twist ratio, and vapor quality, in addition 

to mass velocity, affect swirl flow boiling heat transfer coeffi
cients to a great extent. 

2 In general, a smaller twist ratio has been found to yield 
greater heat transfer coefficients. 

3 The results of the present investigation suggest that the 
twisted-tape type of turbulence promoter may be usefully 
employed in a refrigerant-12 evaporator to obtain a better heat 
transfer rate. 

4 Equations (11) and (23) predict swirl flow boiling heat 
transfer coefficients with fair accuracy. 
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Experimental Inwestigation of 
Mixed Laminar Convection in the 
Entrance Region of Inclined 
Rectangular Channels 
The present experimental study considers the effect of combined forced and free 
laminar convection on the heat transfer in the entrance region of horizontal and in
clined rectangular channels under uniform wall heat flux. The test facility includes 
electrically heated aluminum rectangular channels having aspect ratios AR = 2.667 
and 0.375, with water as the working fluid. The experimental results included the 
circumferential wall temperature distribution and the axial variation of Nusselt 
number. Correlations of the experimental results of Nusselt number in the fully 
developed region were obtained in terms of Rayleigh number, Reynolds number, 
and inclination angle. 

Introduction 
Laminar flow heat transfer in rectangular channels is en

countered in a wide variety of engineering applications, such 
as solar collectors and concentrators, as well as compact heat 
exchangers. However, in laminar flow, buoyancy effects can 
significantly enhance the convective heat transfer coefficent 
over the pure forced convection values [1,2], thereby affecting 
the performance of the-heat transfer surface. The essence of 
the phenomenon in horizontal and inclined channels is a dou
ble helix secondary flow resulting from the upward motion of 
the relatively warm fluid along the side walls and the 
downward motion of the cooler, and therefore denser fluid in 
the core. 

Analytical solutions for the problem of combined forced 
and free laminar convection in rectangular channels have 
generally utilized the uniform wall heat flux boundary condi
tion with a peripheral thermal conductivity of either zero or 
infinity. Numerical studies of fully developed laminar flow 
under the thermal boundary condition of axially uniform wall 
heat flux with peripherally uniform wall temperature include 
Cheng and Hwang [3] and Nakamura et al. [4] for horizontal 
rectangular channels, and Ou et al. [5] for inclined rectangular 
ducts. 

However, the assumption of fully developed flow can only 
be established if the channel is very long. In spite of its prac
tical importance, the only available numerical results for the 
entrance region of rectangular channels with significant buoy
ancy effects under the thermal boundary condition of uniform 
wall heat flux are those of Cheng et al. [6] for horizontal 
orientation with large Prandtl number fluids, and Abou-Ellail 
and Morcos [7, 8] for both horizontal and inclined rectangular 
ducts. Recently, Morcos and Abou-Ellail [9] presented a 
numerical solution for the problem of mixed laminar convec
tion in the entrance region of an inclined multirectangular 
channel solar collector. The upper wall heat flux was taken to 
be uniform while the lower wall was assumed to be insulated. 
The heat flux distribution on the side wall of the rectangular 
channel was obtained by coupling a heat-conduction 
numerical procedure in the metallic region surrounding the 
channel to the main numerical procedure which solves the 
hydrodynamic and energy equations of the flow inside the 
channel. 
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Fig. 1 Schematic layout of test loop 

Experimental data for the case of mixed laminar convection 
in inclined rectangular channels are, to the knowledge of the 
present authors, nonexistent. The shortage of experimental 
data makes it hard to judge the validity of the foregoing 
numerical predictions. 

The present investigation is, therefore, concerned with the 
experimental study of the problem of combined forced and 
free laminar convection in the entrance region of inclined rec
tangular channels. The experiments reported in this paper 
were performed with water as the working fluid and with two 
aluminum rectangular channels having aspect ratios AR = 
2.667 and 0.375. The rectangular channels were electrically 
heated to approximate the uniform wall heat flux. 

Experimental Apparatus 
The test facility used in the present investigation was de

signed and constructed to allow maximum flexibility in testing 
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Fig. 2 Circumferential distribution of the wall thermocouple junctions 

different test sections at various inclination angles. The test 
loop shown in Fig. 1 is a closed low-pressure system with all 
the piping made of 12.5-mm nominal diameter galvanized 
steel tube. Water is circulated through the loop by a small cen
trifugal pump. After the pump, the flow splits into a test-
section line and a bypass line for flow control. 

In the test-section line, water flows into an upper constant 
head tank fitted with an overflow path. The water then passes 
through a control needle valve, a calibrated orifice meter, the 
test section, and a heat exchanger before it returns to the ac
cumulating tank where it merges with the bypass line. The dif
ferential head across the orifice meter was measured by a U-
tube differential manometer. The flow rate was only observed 
with the orifice meter, but the mass flow rate was quantita
tively determined by weighing a timed sample from the return 
line to the accumulating tank. 

The test section is an aluminum rectangular channel having 
an outer dimension of 20 x 10 mm with a wall thickness of 2 
mm and a total length of 2.25 m. This yields a value of the 
aspect ratio AR = 2.667 for the rectangular channel. At each 
end of the test section, an aluminum flange of 40 x 30 mm 
was fixed to the duct. Uniform electrical heating was applied 
to such a relatively thick wall channel with high thermal con
ductivity by a nickel-chrome wire wound around the duct. 
The wire strip has a cross section of 0.36 x 2.0 mm with a 
total resistance of 22 Q. This wire was electrically insulated 
from the channel by a thin layer of mica tape, and was also 
covered on the outside with another layer of mica tape. The 
wire was fixed at its two terminals by two copper rings at both 
ends of the test section. Electrical power was provided by a 
220 V a-c power supply through an adjustable auto-
transformer. An ammeter and a voltmeter were used to 
measure the electric power supplied. The test section was final
ly covered with three layers of asbestos chord having a total 
thickness of 30 mm for thermal insulation. 

An inlet cone of 15 deg divergent angle was used to guide 
the flow from the 12.5-mm nominal diameter piping of the test 
loop to the rectangular cross section of the test section. The 
rectangular side of the inlet cone has exactly the same internal 

dimensions as the rectangular channel. A 3-mm rubber gasket 
was placed between the two flanges of the test-section channel 
and the inlet cone in order to minimize the axial heat loss 
through the channel wall. A mixing chamber was installed at 
the exit end of the rectangular channel. Another rubber gasket 
was placed between the exit flange of the test section and the 
mixing chamber. Both the inlet cone and the mixing chamber 
were also thermally insulated by three layers of asbestos 
chord. The rectangular channel was supported on an ad
justable table to the desired inclination angle. 

The fluid bulk and wall temperatures were measured by 
copper-constantan thermocouple wires of 0.25-mm diameter. 
Thermocouple potentials were measured with a precision 
manual potentiometer of 0.005 mV sensitivity. The inlet bulk 
fluid temperature was measured by a thermocouple probe in
stalled directly in the fluid stream just prior to the inlet cone. 
The outlet bulk fluid temperature was measured by a ther
mocouple probe located after the mixing chamber. 

The outside wall temperature were measured at six axial 
locations of 0.03, 0.07, 0.18, 0.40, 1.00, and 2.10 m 
downstream from the onset of heating. A guard heater of 30 
mm was installed at the inlet end of the test-section channel. In 
order to measure the circumferential wall temperature 
distribution at each axial location, a number of 16 thermocou
ple junctions were welded to the rectangular channel as shown 
in Fig. 2. This distribution was selected in order to check the 
symmetry of the circumferential temperature profile around 
the meridional plane. Moreover, the above circumferential 
distribution of wall thermocouple junctions allows for the 
rotation of the test section by 90 deg about its axis so that a 
new value of the aspect ratio AR = 0.375 is obtained. The two 
bulk thermocouple junctions as well as the 96 wall thermocou
ple junctions were connected through two selector switches to 
the potentiometer and a common cold junction. 

Experimental Procedure 
The test loop was first filled completely with water from the 

upper constant head tank and air was bled from all high points 
of the system. Water was allowed to circulate in the test loop 
with the a-c power on for several hours, until it had been suffi
ciently deaerated. The apparatus was checked extensively at 
the beginning of the program to verify the accuracy of the in
strumentation and the measuring techniques. 

The testing generally proceeded by adjusting the mass flow 
rate through the test section depending on the value of the in
let bulk temperature in order to yield a specified value of the 
inlet Reynolds number Re,-. The power input to the test section 
was then adjusted in order to obtain the desired value of the 
mean Rayleigh number Ra,„. The equipment was allowed to 
operate for at least 30 min before recording the run data, so 
that steady-state conditons were established, and two suc
cessive readings, separated by 10 min, gave the same value. 
Once equilibrium was established, the test-section flow rate, 

Nomenclature 

a, b = width and height of the rec
tangular channel 

AR = aspect ratio of the rectangular 
channel = a/b 

De = equivalent hydraulic diameter 
= 2ab/(a + b) 

Gr = Grashof number = g/3ATe • 
D\/v2 

g = gravitational acceleration 
h - local heat transfer coefficient 

= 1w/(T„-Tb) 
k = thermal conductivity 

Nu = local Nusselt number = h De/k 
Pr = Prandtl number = c„ p/k 

<lw 
Ra 
Re 

n T„, 
W 
z 

Z 

J3 

Te 

= uniform wall heat flux 
= Rayleigh number = Gr Pr 
= Reynolds number = WDe/v 
= fluid bulk temperature 
= wall temperature 
= mean inlet velocity 
= axial distance in the main flow 

direction 
= dimensionless axial distance = 

z/DeRemPrm 

= coefficient of thermal ex
pansion 

= equivalent temperature dif
ference = q„ De/k 

6 = inclination angle 
6W = dimensionless wall temperature 

difference = (T„-Tbi)/ATe 

fi = viscosity 
v = kinematic viscosity 
p = density 

Subscripts 
/ = inlet condition 

m = mean condition 

Superscripts 
= average value 
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Fig. 4 Circumferential wall temperature distributions for AR 
and B = 30 deg 

0.375 

inlet and outlet bulk temperatures, the circumferential outer 
wall temperatures, and the electric power input were recorded. 

The above experimental procedure was carried out for 
various values of Re,, Ram, and the channel inclination angle 
e. 

After proceeding with the above experimental runs for the 
rectangular channel having an aspect ratio AR = 2.667, the 
test section was turned 90 deg about its axis, so that a second 
value of the aspect ratio AR = 0.375 was obtained. The same 
previous experimental procedure was also repeated for the 
second aspect ratio. 

Data Reduction 
The heat input to the test section was based on the actual 

fluid enthalpy rise across the test section. The local bulk 
temperature Tb at each axial location was computed from inlet 
temperature, mass flow rate, and power input. 

The inside channel wall temperatures were obtained from 
the outside wall temperature measurements and the actual 
heat input using the one-dimensional conduction equation for 
the channel wall. This simple one-dimensional method was 
used for data reduction as it gives essentially the same results 
as the two-dimensional solution of the conduction equation 
[1, 2]. With the present configuration, this temperature dif
ference was always less than 0.5°C. The circumferential 
average wall temperature Tw was computed from the 16 inner 
wall temperatures by numerical integration. 

The local heat transfer coefficient was calculated using the 
heat flux based on the inside channel surface area, the cir
cumferential average wall temperature, and the calculated 
local bulk fluid temperature. Values of the thermodynamic 
and transport properties used in the dimensionless groups 
were based on the local bulk fluid temperature, unless other-
wised noted. 

Further details of the experimental apparatus, test pro
cedure, and data reduction are given in [10]. 

Experimental Results and Discussion 
The experimental results of the mixed laminar convection in 

the entrance region of inclined rectangular channels were car
ried out for the two aspect ratios AR = 2.667 and 0.375. 
These results were obtained for the channel inclination angle 6 
= 0, 15, 30, and 45 deg. At each inclination angle, the ex
perimental runs were performed at three values of the inlet 
Reynolds number Re, = 100, 250, and 500, together with 
various constant values of the mean Rayleigh number ranging 
from Ram = 5 x 104 to 106. The experimental results ob
tained from each run include the circumferential wall 
temperature distributions as well as the local heat transfer 

0-0 

B D 

Fig. 5 Comparison between the present results and the available 
numerical predictions [8] of the circumferential wall temperature 
distributions for Re f = 100, R a m = 1 0 5 , and 0 = 0 deg 

coefficient at each of the six measuring planes along the chan
nel axis. 

Wall Temperature. Typical examples of the circumferential 
wall temperature distributions for Re, = 100 and Ra,„ = 5 X 
105 are depicted in Figs. 3 and 4 for various values of the 
dimensionless axial distance Z. Figure 3 is plotted for AR = 
2.667 with 0 = 0 deg, while Fig. 4 is shown for AR = 0.375 
with 8 = 30 deg. Examination of Fig. 3 reveals that the upper 
wall temperatures are higher than the lower wall temperatures 
and the highest wall temperatures are located at the upper cor
ners as a result of the secondary flow motion. However, the 
difference between the top and bottom wall temperatures is 
generally less than 1°C. Moreover, the results presented in 
Fig. 3 show, within the experimental accuracy, that the cir
cumferential wall temperature distribution is symmetric 
around the vertical meridional plane AD. 

As for the second aspect ratio AR = 0.375, Fig. 4 indicates 
that the circumferential wall temperature distributions tend to 
be more uniform with a relatively small difference between the 
top and bottom wall temperatures. This is mainly due to the 
decreasing effect of the secondary motion as a result of the 
longer height of the rectangular channel for this aspect ratio. 

A comparison between the present experimental results of 
the circumferential wall temperature distributions for AR = 
2.667, and the numerical results of Abou-Ellail and Morcos 
[8] for AR = 2 with axially and circumferentially uniform 
wall heat flux, is depicted in Fig. 5 for the two axial locations 
Z = 0.01 and 0.06. The results presented in Fig. 5 are for 
horizontal channels with Re,- = 100 and Ra„, = 5 x 105.The 
good agreement between the experimental results and the 
numerical predictions is clearly shown in Fig. 5, specially at Z 
= 0.01. However, the experimental results do not show sharp 
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Fig. 7 Nusselt number variation in the entrance region of inclined rec
tangular channels with 0 = 30 deg and Re,- = 100 

temperature peaks at the corners of the rectangular channel as 
heat is conducted through the relatively thick wall of the 
aluminum channel from the top to the bottom walls resulting 
in the experimental data being lower on the top wall and 
higher on the bottom wall than the numerical predictions. This 
behavior is in good agreement with the numerical results of 
Morcos and Abou-Ellail [9] for the case of multirectangular 
channels where the effect of wall conduction was taken into 
consideration. 

Nusselt Number. The experimental results of local Nusselt 
number Nu in the entrance region of the rectangular channel 
for the horizontal orientation are depicted in Fig. 6 for both 
AR = 2.667 and 0.375. The results presented in Fig. 6 are ob
tained for three values of the inlet Reynolds number Re, = 
100, 250, and 500, together with various constant values of the 
mean Rayleigh number ranging from Ram = 5 x 104 to 106. 
The variation of Nusselt number along the channel axis for a 
given value of Ram showed that Nu decreases with the dimen-
sionless axial distance Z, and after reaching a minimum value, 
Nu approaches a constant value corresponding to the fully 

Nu 

Fig. 9 Comparison between the present results and the available 
numerical predictions [6, 8] of Nu for a horizontal rectangular channel 

developed conditions. Near the entrance, the initial decrease in 
Nu is due to the fact that conditions are dominant by forced 
convection. However, such decay is attenuated by the onset of 
the buoyancy-driven secondary flow, until a minimum is 
reached and Nu subsequently increases due to the increased 
importance of the secondary flow. The minimum in the 
Nusselt number distribution and the subsequent leveling out 
are typical of results obtained by other investigators [6-9]. The 
effect of increasing Ram is seen to increase Nu and decrease 
the entrance length due to the strong influence of the buoyan
cy effects. 

Examination of Fig. 6 shows that for the horizontal orienta
tion and for both AR = 2.667 and 0.375, increasing Re; from 
100 to 500 has a negligible effect on the value of Nu, which 
confirms the numerical findings of Abou-Ellail and Morcos 
[8]. However, a comparison between the experimental results 
of Nu shown in Fig. 6 for AR = 2.667 and 0.375 indicates that 
the effect of increasing the aspect ratio is to increase both the 
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Fig. 10 Comparison between the present results and the available 
numerical prediction [8] of Nu for an inclined rectangular channel with 0 
= 30 deg 
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Fig. 11 Effect of inclination angle on the value of Nusselt number in 
the fully developed region with Ram = 1.4 x 105 
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value of Nu and the entrance length for a given value of Ram 
which, again, agrees with the numerical results of Abou-Ellail 
and Morcos [7]. 

Similar results of the Nusselt number variations in the en
trance region of the rectangular channel with an inclination 
angle 6 = 30 deg are shown in Fig. 7 and 8 for Re; = 100 and 
500, respectively. The experimental results presented in these 
figures are similar to those shown in Fig 6. However, a quan
titative comparison between the experimental results depicted 
in Figs. 7 and 8 indicates that the effect of increasing Re,- from 
100 to 500 results in a slight decrease in both the values of Nu 
and the entrance length for given values of Ram and AR. This 
is mainly due to the fact that increasing Re,- tends to diminish 
the free convection effects which results in a lower value for 
Nu. 

A direct comparison between the present experimental 
results of Nu in the entrance region of a horizontal rectangular 
channel with AR = 2.667 and RaOT = 1.4 x 105, and the 
available numerical results of Cheng et al. [6] and Abou-Ellail 
and Morcos [8] for AR = 2 and Ra = 105, is shown in Fig. 9. 
Also shown in Fig. 9 is the numerical prediction for pure 
forced convection flow with Ra,„ = 0. Examination of Fig. 9 
indicates that the present experimental results are in good 
agreement with the numerical predictions of Abou-Ellail and 
Morcos [8] in the first part of the rectangular channel where 
the effect of the property variation is very small. The deviation 

of the numerical results of Cheng et al. [6] from the present 
results is mainly due to the assumption of large Prandtl 
number effects used in the numerical solution. Moreover, the 
good agreement between the present results of Nu in the fully 
developed region and the two numerical predictions is also 
shown in Fig. 9. However, Fig. 9 indicates that the available 
numerical results deviate from the present experimental results 
in the transition region from the constant property solution to 
the fully developed region due to the effect of the heat con
ducted from the top to the bottom walls of the rectangular 
channel. This behavior was pointed out in the numerical 
results of Morcos and Abou-Ellail [9] where the value of Nu 
obtained taking into consideration the circumferential wall 
conduction was higher than that obtained with zero peripheral 
thermal conductivity. This is mainly due to the fact that the 
circumferential wall conduction increases the already 
established secondary flow which, in turn, enhances the value 
of Nu. 

A similar comparison between the present results of Nu for 
AR = 2.667 with Ram = 1.4 X 105 and the numerical predic
tion of Abou-Ellail and Morcos [8] for AR = 2 with Ram = 
105 is shown in Fig. 10 for the inclination angle 6 = 30 deg 
with Re,- = 100 and 500. Again, the good agreement between 
the experimental and numerical results in both the first part of 
the rectangular channel and in the fully developed region is 
clearly shown in Fig. 10. The effect of increasing Re,- from 100 
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to 500 is seen to decrease the value of Nu in both the present 
results and the numerical predictions of Abou-Ellail and Mor-
cos [8]. However, these findings are contrary to the numerical 
results of Ou et al. [5] for inclined rectangular channels which 
were limited to relatively small Rayleigh numbers. 

A composite plot showing the effect of the inclination angle 
on the value of Nu in the fully developed region for both AR 
= 2.667 and 0.375 is depicted in Fig. 11 for various values of 
Re, with Ra,„ = 1.4 x 105. Figure 11 reveals that, within the 
experimental accuracy, Nu in the fully developed region is 
almost independent of Re,- for the horizontal orientation. 
However, the effect of Re,- is progressively more significant 
with higher values of the inclination angle. The optimum value 
of the inclination angle that yields the maximum value of Nu is 
seen from Fig. 11 to be 30 deg. Also shown in Fig. 11 is the 
numerical results of Abou-Ellail and Morcos [8] for AR = 2 
with Ra = 105. Figure 11 indicates that the numerical results 
have the same trend as in the present results. Moreover, the 
above numerical predictions show an optimum inclination 
angle between 30 and 45 deg for Re,- = 50 and 100, which 
agrees with the present experimental results. However, the 
numerical results of Nu for Re, = 500 do not show any op
timum angle, which is contrary to the present results. 

Correlation of Experimental Results 

The experimental results of Nu in the fully developed region 
are correlated taking into consideration the effect of Ra,„, 
Re,-, and 0 for each value of the channel aspect ratio. 

Starting with AR = 2.667, typical representations of Nu 
versus Ram for 0 = 0 and 30 deg are shown in Fig. 12 for 
various values of Re,-. The resulting parallel straight lines 
shown in Fig. 12 of constant slope 0.135, which was also the 
case for other inclination angles, suggest that Nu could be cor
related in the following form 

Nu= 1.05 [1 +/,(0)/2(Re,-)] Ra?„135 (1) 

where/, (0) is a function of 0 and/2(Re,) is a function of Re,. 
As was shown in Fig. 11, the value of Nu at 8 = 0 deg is in
dependent of Re,, and Nu has a maximum value at 0 = 30 
deg. Therefore, the best expression for/, (8) that has the same 
trend as the experimental results was found to be 

fi (0) = sin 8 cos (61 + 30) (2) 

The expression for f2 (Re,) was obtained from a least-square 
fitting of all the experimental data. The final correlation of Nu 
for AR = 2.667 is given by 

Nu=l.O5Ra?,;135[l + 3.27Refo-27sin0cos (0 + 30)] (3) 

In a similar manner, the correlation of the experimental 
results for Nu in the fully developed region for AR = 0.375 is 
given by 

Nu = 0.95Ra^135 [1+ 2.21 Re,"021 sin8cos (0 + 30)] (4) 

Plots of the two correlations expressed by equations (3) and 
(4) together with the various experimental data are shown in 
Figs. 13 and 14 for AR = 2.667 and 0.375, respectively. Based 
on the range of parameter tested, the proposed correlation 
equations are expected to be valid for 5 x 104 < Ram < 106, 
100 < Re,- < 500, and 0 deg < 0 < 45 deg. 

Conclusions 

The circumferential wall temperature distributions in
dicated that the upper wall temperatures are higher than the 

lower wall temperatures and the highest wall temperatures are 
located at the upper corners as a result of the secondary flow 
motion. The circumferential wall temperature distributions 
for the aspect ratio AR = 0.375 tend to be more uniform than 
those for AR = 2.667 due to the decreasing effect of the 
secondary motion. 

The variation of Nusselt number in the entrance region of a 
rectangular channel showed that Nusselt number decreases to 
a minimum value and then approaches a constant value cor
responding to the fully developed conditions. The effect of in
creasing Rayleigh number is seen to increase Nusselt number 
and decrease the entrance length due to the strong influence of 
the buoyancy effects. 

The experimental results reveal that Nusselt number is in
dependent of Reynolds number for the horizontal orientation 
and the effect of Reynolds number is progressively more 
significant for higher values of inclination angle. The op
timum value of the inclination angle that yields a maximum 
value of Nusselt number is 0 = 30 deg. The effect of increas
ing the aspect ratio is to increase both Nusselt number and the 
entrance length. 

Comparison between the present experimental results and 
the available numerical predictions of Abou-Ellail and Morcos 
[7, 8] showed good agreement over the range of parameters 
considered. However, the effect of the peripheral wall conduc
tion on the numerical results should be still further 
investigated. 

The proposed correlations for the experimental results of 
Nusselt number in the fully developed region took into con
sideration the effect of Rayleigh number, Reynolds number, 
and inclination angle for ;each vjalue of the aspect ratio. 
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Effects of licrostructure on the 
Conjugated Mixed Forced and 
Free Convection-Conduction 
Analysis of Heat Transfer in a 
Vertical Plate Fin 
A conjugated convection-conduction analysis has been made for a vertical plate fin 
which exchanges heat with its micropolar fluid environment by mixed forced and 
free convection. The analysis is based on a one-dimensional model for the plate fin 
whereby the heat conduction equation for the fin is solved simultaneously with the 
conservation equations for mass, momentum, angular momentum, and energy in 
the micropolar fluid boundary layer adjacent to the fin. The local heat transfer coef
ficient is not specified in advance but is one of the results of the numerical solutions. 
Numerical results of the overall heat transfer rate, the local heat transfer coefficient, 
the local heat flux, and the fin temperature distribution for Pr = 5 are presented for 
various values of A {dimensionless material parameter), Nc (conjugated 
convection-conduction parameter), and Q (buoyancy parameter). 

Introduction 

In the conventional approach to determining the heat 
transfer characteristics of fins, the fin heat conduction equa
tion is solved using a literature value of convective heat 
transfer coefficient that is assumed uniform all along the fin 
surface. However, the heat transfer coefficient can experience 
substantial variations along the fin surfaces [1, 2]. These 
variations may be caused by nonuniformities in both the 
velocity and temperature fields in the fluid adjacent to the fin. 
For a thin fin, the temperature changing along the streamwise 
direction can be considered to be much larger than those in the 
transverse direction. Therefore it is reasonable to assume one-
dimensional model for the fin conduction equation. 

The conjugated conduction-convection analysis for a ver
tical plate fin with a solution-determined nonmonotonically 
varying heat transfer coefficient is considered by Sparrow et 
al. [3, 4], who concluded that the conventional fin model 
based on a uniform input value of heat transfer coefficient 
yields very good predictions for the overall heat transfer rate 
of the fin, but the local predictions can be substantially in er
ror for forced convection flow. Even for natural convection 
flow, the local heat transfer coefficients were found not to 
decrease monotonically in the flow direction, as is usual. 
Rather, the coefficient decreased at first, attained a minimum, 
and then increased with increasing downstream distance. This 
behavior was attributed to an enhanced buoyancy resulting 
from an increase in the wall-to-fluid temperature difference 
along the streamwise direction. 

Latto and Shen [5] studied the effects of injecting dilute 
aqueous polymer solutions into a turbulent boundary layer 
formed on a flat plate. They found that polymer concentra
tion and injection velocity reduce the friction drag. This 
phenomenon cannot be explained on the basis of classical con
tinuum mechanics. The theory of micropolar fluids proposed 
by Eringen [6] is capable of explaining this phenomenon. In 
this theory, the local effects arising from microstructure and 
intrinsic motion of the fluid elements are taken into account. 
Physically micropolar fluid may present the non-Newtonian 
fluids consisting of dumbbell molecules or short rigid cylin-
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drical elements, polymer fluids, fluid suspensions, animal 
blood, etc. Peddieson and Mcnitt [7] applied the micropolar 
boundary layer theory to the problems of steady stagnation 
point flow, steady flow over a semi-infinite plate, and im
pulsively started flow past an infinite flat plate. Besides, it 
may be possible to use the theories of fluids with microstruc
ture such as Eringen's theory of simple microfluid [8] to model 
turbulent flow. In such an application the macromotion of the 
model would correspond to the mean motion of turbulent 
flow, the micromotion of the model would correspond to the 
fluctuating motion of the turbulent flow, and the micro-
inertia coefficients would correspond to the characteristic 
dimensions of the eddies. Gorla [9] investigated the steady 
boundary layer flow of a micropolar fluid at a two-
dimensional stagnation point on a moving wall and 
demonstrated that the micropolar fluid flow model is capable 
of predicting results which exhibit turbulent flow 
characteristics. 

As cooling of the boundaries has considerable utility in 
several practical problems and as some authors [10-12] have 
shown that the microelements present in the fluid cool the 
boundary, an intensive study of the heat transfer 
characteristics of these fluids inside the boundary layer is re
quired. The purpose of this paper is to study the heat transfer 
rate of a plate fin in mixed forced and free convective flow of 
micropolar fluid such as suspension flow. The fin temperature 
distributions are strongly affected by the heat transfer coeffi
cient and the heat transfer coefficient is determined by the 
thermal coupling conditions between the plate fin and the 
thermal boundary layer of micropolar fluids. Therefore, the 
temperature distributions of the fin will be solved by utilizing 
an iterative procedure, which is more complicated. 

The fin temperature distribution, which is not known a 
priori, served as a boundary condition for the boundary layer 
equations. The solution of the local heat transfer coefficient 
along the fin surface from the boundary layer equation is 
substituted into the known fin energy equation, and the new 
fin surface temperature is found. This new temperature 
distribution is then imposed as the thermal boundary condi
tion for the boundary layer equation, the solution of which is 
used to evaluate an updated h and so on until the maximum 
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25 

Fig. 1 Coordinate system 

difference of temperature between successive cycles is less than 
10~3. 

In the analysis, the conservation equations of the 
micropolar boundary layer and the fin energy equation are 
first transformed into a nondimensional form and their solu
tions are then simultaneously solved by an implicit finite dif
ference scheme. Numerical results are presented for Pr = 5 
over a wide range of the conjugated convection-conduction 
parameter A^, buoyancy parameter 0, and dimensionless 
material parameter A. 

Analysis 

Consider a vertical plate fin of length L and thickness 25 
which is situated in a micropolar flow field with undisturbed 
oncoming free-stream velocity «„ and temperature T„ as 
shown in Fig. 1. Let the coordinates be chosen such that x 
measures the distance along the surface of the fin from the 
lower stagnation point and y measures the distance normal to 
the surface. 

In the analysis, it will be assumed that the fluid properties 
are constant and the energy dissipation is negligible. Under 
usual Boussinesq approximation, the mixed forced and free 
convection boundary layer equations of micropolar fluid are 
expressed as follows: 

Mass du dv 

dx dy 
(1) 

Momentum 

du 
-+v-

du 

~dy~ ( ' •T> •=[v + 
da 

Angular momentum 

da 

dx -+v-

Energy 

da 

~o7 

dT 

dx 

dy2 

k 
(2(7 + -

PJ 

dy 

du 

- + g(S(T-Ta) 

yd2a 

pjdy2 

dT d2T 

dy2 

(2) 

(3) 

(4) 

The appropriate boundary conditions are 

1 du 
at >> = 0, u = v = 0, a= - - T= T 

2 dy 

a s j - o o . u - w ^ . f f - O , T~TX (5) 

In the foregoing equation, 7 is the spin gradient viscosity, k is 
the vortex viscosity, a is the angular velocity of micropolar 
fluid, j is the micro-inertia, and the other standard symbols 
are defined in the nomenclature. 

Equations (2)-(5) do not admit a similarity solution. The 
nonsimilarity arises from the surface temperature T„ which is 
undetermined. The pseudo-similarity variable ij and the 
dimensionless streamwise coordinate £ are introduced as 
follows: 

1 

e = 
X 

T 
y^L 

v=-
Lk 

(6) 

N o m e n c l a t u r e 

/ 

g = 
GTL = 

h,h = 

k,kf = 

k = 
L = 

N„ = 

reduced stream function 
d i m e n s i o n l e s s m i c r o -
rotation 
gravitational acceleration 
Grashof number = 
gp(T0-TJL"/p2 

dimensional and dimen
sionless local heat transfer 
coefficient 
fluid and fin thermal 
conductivity 
vortex viscosity 
fin length 
conjugated convection-
conduction parameter = 

j _ 

kLReL
 2 /kfi 

Pr 
Q 
q 

R e i 

T, Tf 

To 
"„ 

U, V 

x,y 
a 
13 

y 
6 
V 

= Prandtl number 
= total heat transfer rate 
= local heat flux 
= Reynolds number = u„L/v 
= fluid and fin temperature 
= root temperature 
= undisturbed oncoming free-

stream velocity 
= velocity components in x 

and y direction, respectively 
= coordinate system 
= thermal diffusivity 
= thermal expansion 

coefficient 
= spin gradient viscosity 
= half-thickness of the fin 
= pseudo-similarity variable 

e,ef = 
A, B, X = 

f* = 
v = 
i, = 

p = 
a = 

TI> = 
a = 

Subscripts 
w = 
00 = 

dimensionless fluid and fin 
temperature 
dimensionless material 
parameters 
dynamic viscosity 
kinematic viscosity 
dimensionless streamwise 
coordinate 
density of fluid 
angular velocity of 
micropolar fluid 
stream function 
buoyancy parameter 

condition at wall 
condition in surrounding 
medium 
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in which ReL is the Reynolds number, ReL = u^L/v. 
The dimensionless stream function /(£, rj), the dimen

sionless angular velocity g(£, TJ), and the dimensionless 
temperature 0(£, JJ) are defined by i 

M,v) = t(x,y)/{uaLkv)
T (7) 

g(k,r\) = o(x,y)/ (8) 

6ti,v) = (.T(x,y)-Toa)/(T0-To,) (9) 

where the stream function ip(x, y) satisfies the continuity equa
tion (1) with 

u = d\js/by, v=-d\p/dx (10) 

Introducing equations (6)-(9) into equations (2)-(5) gives 

/"'(i + A)+i-//"+Ag' + ?ne=?(/'-^—f" ~w) 
si 

Ag" +±-(f'g+fg')~m(2g+f") 

1 / 50 df \ 

(11) 

(12) 

(13) 
9£ 

/ = / ' =0,6 = (Tw(x)- Tm)/(T0 - r „ ) , 

g = - y / " , a t » j = 0 

/ ' = l ,0 = O,g = O,asT,-*oo (14) 

in which the primes stand for partial derivatives with respect 
to r); Pr is the Prandtl number; A, X, B are the dimensionless 
material parameters, i.e., 

k Lv y 
A = ,B = , X = - ^ - (15a) 

M y"oo PJV 

and fl is the buoyancy parameter, defined as 

Q = GrL/Re£ 

in which GxL is the Grashof number, GrL = g@(T0 - T„) 
•V/v2. 

Assuming a one-dimensional model the thin fin energy 
equation allows the temperature distribution along the 
longitudinal direction to be written as 

d2(T/-TO0)_ h(x) 

dx2 kjS 

where kf is the fin thermal conductivity, Tf is the fin 
temperature, and h(x) is the local heat transfer coefficient 
which can not be regarded as known from the current bound
ary layer solution. 

The associated boundary conditions are 

7>=T0 a tx = L 

(Jf-Tx) (16) 

dT, L-
dx 

= 0aXx = 0 (17) 

Of particular interest is the thermal coupling between the fin 
and the convective boundary layer of micropolar fluid. The 
basic coupling is expressed by the requirement that the fin and 
fluid temperatures and heat fluxes be continuous at the 
fin-fluid interface, at all x 

Tvl(x)=Tf(x) 

h(Tf-TJ=-k-
dy 

a t ^ = 0, O^x^L (18) 

3 .0 

2 .5 -. 

2 .0 

1 . 5 -

1 . 0 -
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Fig. 2 Overall heat transfer rate of the fin for A = 5 and 6 = 0.1 

Equation (16) was recast in dimensionless form by substituting 

Tf-T„ 
1-1.',--^ (19) 

and combined with equations (18), so that 

dle 
d%2 =Nchdf, and 

0„ = 0/1 
>atri = 0 

h = kRsi/2h/Lj 
(20) 

where Nc is the conjugated convection-conduction parameter 

£LRe],/2 

N=-
* / « 

(21) 

The quantity h is a dimensionless form of the local mixed con
vective heat transfer coefficient. The value of h is obtained by 
substituting equations (6) and (19) into equation (18) 

~ /W/2)l (22) h A-
Numerical Procedure 

The solution begins by solving the mixed convective bound
ary layer flow of micropolar fluid for a vertical plate fin with 
guessed temperature along the fin surface. The dimensionless 
heat transfer coefficients h determined from equation (22) are 
then used as input to the fin heat conduction equation (20). 
With Nc prescribed, the differential equation (20) is then 
solved to yield 6f. To begin the next cycle of the iterative pro
cedure, the just-determined 6j is imposed as the thermal 
boundary condition for the mixed convective boundary layer 
equations of micropolar fluid, the solution to which is used as 
input to the fin heat conduction equation. This procedure of 
alternately solving the boundary layer problem and the fin 
conduction problem was continued until convergence was 
attained. 

The three systems of partial differential equations (11)—(13) 
are coupled. In the present study, these equations were solved 
by the accurate implicit finite-difference technique of Cebeci 
and Bradshaw [13]. To begin with, the partial differential 
equations (11)—(13) are first converted into a system of first-
order equations which are then expressed in finite-difference 
form on the order of (A?)2 and (At))2 by approximating the 
functions and their first derivatives in terms of centered dif
ference and averaged at midpoints of the net segment in the (£, 
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distributions of the local heat transfer coefficient for X = 5 Fig. 5 The distributions of local heat flux for A = 5, B = 0.1, and Pr = 5 
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Fig. 4 The distributions of local heat transfer coefficient for A = 0.5, 
X = 5, B = 0.1, and Pr = 5 

r/) coordinates. The resulting nonlinear finite-difference equa
tions are then solved by Newton's iterative method. 

The boundary layer solutions were obtained by a marching 
procedure, starting at the leading edge, and the grids were 
divided into 45 points in the stream wise direction and 61 grid 
points in the cross-stream direction. There was a denser con
centration of points near the leading edge to accommodate the 
initial rapid growth of the boundary layer. 

The fin conduction equation was solved by using the direct 
inverse matrix method. The fin equation was also divided into 
45 grid points and expressed in finite-difference form. To en
sure high accuracy, nonuniform grid points were employed. 
For small £, a finer £ subdivision was needed for the boundary 
layer solution. 

Results and Discussion 

Numerical results were obtained for the cases of Pr = 5, 
X = 5, B = 0.1 over a conjugated convection-conduction 
parameter of Nc = 0.25, 0.75, 2, and 3, buoyancy parameter 
of 0 = 0 (forced convection), 1, and 3 (mixed convection), 
and dimensionless material parameter of A = 0.5 and 5. 

0 . 4 0 . 6 

Fig. 6 The distributions of local heat flux for A = 0.5, X = 5, B = 0.1, and 
Pr = 5 

The overall rate of heat transfer Q from the fin can be ob
tained from the heat conducted from the wall into the fin base 
at J = 1 or from the integrating heat convection over the fin 
surface. The corresponding Q values of these two methods are 
found to be in agreement. They may be expressed in dimen
sionless form as 

k(T0-Ta)ReL 

2 de 7 
d£ k-

-=2rr-^/H * 
Jo L dri Jij = o 

(23) 

(24) 
k(T0-T„)ReL

l/2 Jo L di; 

The results of the overall heat transfer rate Q from the fin are 
shown in Fig. 2. The decrease of 7VC indicates short fin length 
L, great fin conductance kjb, and lower convection coefficient 
(low k and ReL). Figure 2 illustrates that the overall heat 
transfer rate Q increases with increasing buoyancy parameter 
fl. This figure also shows that an increase in the dimensionless 
material parameter A gives rise to a larger value in Q. This is 
because the effective viscosity, which is composed of the 
dynamic viscosity and the vortex viscosity of micropolar fluid, 
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Fig. 7 The temperature distributions of fin for X = 5 and B = 0.1 
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Fig. 8 The temperature distributions of fin for A = 0.5, A = 5, B = 0.1, 
and Pr = 5 

is higher than that of the laminar Newtonian fluid. The agree
ment of the results for the special case (A = 0, Pr = 0.7) with [3] 
is truly remarkable. 

The distributions of the local heat transfer coefficient h for 
mixed convection along the surface with various values of Nc, 
A, and Q are shown in Figs. 3 and 4. The local heat transfer 
coefficient can be taken as 

hL -[--£,<*»>] (25) 
JcReL

U2 L dt, ^ 'J,=o 

It is shown that larger values of the local heat transfer coeffi
cient give rise to a larger streamwise variation of the fin sur
face temperature. From Figs. 3 and 4, we may find that the 
local heat transfer coefficients do not decrease monotonically 
in the flow direction for larger values of Nc and Q. They 
decrease first to some minimum, and then increase steadily 
with £. This phenomenon is the same as the natural convective 
Newtonian flow over a vertical plate [4], and is attributed to 

enhanced buoyancy associated with an increase in the wall-to-
fluid temperature difference along the streamwise direction. 

The variations of the dimensionless local heat flux at the fin 
surface are presented in Figs. 5 and 6 as a function of Nc with 
various values of A and 0. The local heat flux can be expressed 
as 

qL 
-/?' 'I 

J>) = 0 

(26) 
k(TQ-Ta)KeL

1/2 L dr, 

Figures 5 and 6 show that the local heat flux from the fin sur
face is increased as Nc decreased for most part of the fin sur
face except the small region near the base, which agrees with 
the predictions in Fig. 2. 

It is observed from Figs. 3-6 that an increasing buoyancy 
parameter or a decreasing material parameter A gives rise to 
larger values in both of the local heat transfer coefficient and 
local heat flux when the other parameters are fixed. 

Representative results for the fin temperature are presented 
in Figs. 7 and 8 for different A and U. Each case contains the 
fin temperature distributions as a function of 7VC. Figures 7 
and 8 show the expected trend whereby the fin temperature 
decreases monotonically from the root to tip. The two figures 
also confirm the assertions that larger values of Nc and fi or 
smaller values of A give rise to larger fin temperature 
variations. 

Conclusion 

The present analysis has yielded the results of physical fin 
model for mixed forced and free convection flow of 
micropolar fluid. A comparison of our results for the special 
case of Pr = 0.7, A = 0, and 0 = 0 with [3] are found to be 
truly remarkable. In order to solve simultaneously the 
coupled fin conduction equation and the mixed convective 
boundary layer equations of micropolar fluid, an efficient im
plicit finite-difference technique is employed here. It is found 
from the results that the local heat transfer coefficient, local 
heat flux, and total heat transfer rate of the fin decrease with 
increasing dimensionless material parameter A. This behavior 
is attributed to an increasing effective viscosity (combined 
dynamic viscosity and vortex viscosity of micropolar fluid) 
associated with a decrease in the surface heat flux along the 
streamwise direction. 
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Hybrid Analytical/Numerical 
Computation of Heat Transfer in a 
Gas-Driven Fracture 
In gas-driven hydraulic fractures, as occur in rock blasting and underground nuclear 
testing, the high-temperature gases (1000 to 30,000 K) are radically cooled by heat 
transfer to the host material. This significantly reduces both the maximum extent 
and rate of fracture growth. The coupled processes of fluid flow, heat transfer, and 
rock deformation governing fracture growth are calculated here by a hybrid 
analytical/numerical procedure. The gas motion along a fracture of increasing 
length and aperture is described by a finite-difference form of the one-dimensional 
transport equations; fluid friction, advective heat transfer, and heat loss to the walls 
of the fracture are considered. Lateral heat losses are evaluated in a quasi-analytical 
fashion, based on an integral method that accounts for the convective film resistance 
between the fluid and fracture wall, as well as the conductive resistance within the 
surrounding medium. The calculations are performed on a difference grid that ex
pands to maintain a fixed number of points uniformly distributed along the frac
ture. The present numerical results agree, within appropriate limits, with known 
similarity solutions. Beyond this, new nonsimilar solutions for early-time fracture 
growth are presented. 

Introduction 
Several applications motivate the study of gas-driven frac

ture propagation. In bench-blasting road cuts and quarries, 
the desired fragmentation results not only from stress waves, 
but also from gas penetration into the rock [1, 2]. In well 
shooting the primary objective is to create major fractures 
linking the borehole with adjacent oil-bearing or gas-bearing 
rock [3]; even multiple fractures of considerable extent can be 
produced by burning a military gun propellant within the well 
[4]. Also of current interest, the explosive fragmentation of oil 
shale [5] is a prerequisite to in-situ retorting, as recently 
demonstrated in the Colorado shale deposits. Again, gas-
driven fractures play an important role in this fragmentation 
process. The primary motivation for the work reported here is 
a safety-related interest, aside from these mining and energy-
related applications. Following an underground nuclear test, 
fluid-driven fractures may sometimes propagate from the ex
plosively formed cavity, into the surrounding rock and toward 
the surface. Thus, an ability to predict the speed and extent of 
such fractures is helpful in assuring the containment of 
radioactive gases. 

Previous numerical simulations of fluid-driven fracture 
propagation are based on an Eulerian approach in which the 
grid points are located at fixed points in space [6-9]. However, 
for most engineering problems the region of interest grows 
from the size of minute flaws, upward to tens or even hun
dreds of meters. This poses serious difficulties with computa
tional gridding, both in accommodating fracture growth and 
in resolving thermal gradients within the surrounding rock. 
When employing the Eulerian approach, strict limits must be 
imposed on the permissible time step since there will always be 
large time derivatives of the pressure in the recently exposed 
regions of the grid near the tip. Moreover, nonphysical distur
bances can be introduced as the tip jumps from one grid line to 
the next. 

An alternative approach is used in the present numerical 
simulation of gas-driven fracture propagation. The calcula
tions are performed on an expanding finite-difference grid, 
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with a fixed number of grid points remaining uniformly 
distributed along the time-dependent length of the fracture. 
This approach alleviates all of the difficulties noted above, as 
demonstrated in a previous paper [10] concerning the idealized 
case of isothermal fluid flow. Although this grid-stretching 
approach is advantageous in treating the equations governing 
fracture mechanics, it presents some difficulties in treating the 
heat transfer outside the fracture. 

The present paper describes a hybrid analytical/numerical 
procedure which couples a numerical treatment of the fractur
ing process with a quasi-analytical treatment of the heat 
transfer within the host rock. Heat fluxes from the driving 
fluid to the fracture wall are evaluated using a conventional 
convection correlation for laminar or turbulent channel flow. 
An analytical integral approach, described by Goodman [11], 
is used to model the conduction heat transfer within the wall. 
The resulting equations are all transformed into the expanding 
grid system and a method-of-lines numerical scheme is used to 
integrate them forward in time. 

The hybrid analytical/numerical methods developed and 
tested here can also be applied to other engineering problems 
of similar character. For example, the linear Darcian seepage 
of fluid into the fracture walls can be treated in the same man
ner as the conductive heat transfer. Likewise, the method is 
applicable to any flow of fluid or heat along a preferred axial 
path which is depleted by lateral losses. 

Mathematical Model 

The geometry of a fracture can often be approximated by a 
planar (wedge-shaped) model, as indicated schematically in 
Fig. 1. Our discussion will be restricted to that planar con
figuration, with the understanding that axisymmetric (disk-
shaped) fractures can be handled by analogous means. The ex
tension to more general cases can be accomplished, for exam
ple, via the approach described by Cleary [12]. 

The aperture w of a planar fracture depends on the pressure 
p along the entire length. In accordance with linear /elastic 
fracture mechanics [13] 

w(6, t)--
4(1 - v)L 

irG JO JC 
\m-°m wi 
VF -r vp^y2 a) 
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where G and v are the shear modulus and Poisson ratio, 
respectively, and a is the in-situ compressive stress acting nor
mal to the plane of the fracture. L is the length of the fracture, 
and 

(2) 
L(t) 

is the normalized position along the fracture. This quasi-
steady treatment of the solid mechanics is valid provided that 
the fracture speed is small compared to the wave speed in the 
solid; theoretical arguments [14] and laboratory experiments 
[15] suggest that this condition is usually satisfied. 

Fracture propagation can occur only if the stress intensity at 
the tip is equal to or greater than a critical value K, which is a 
measurable property of the rock. In mobile equilibrium frac
turing, the pressures exerted by the fluid are just sufficient to 
continuously maintain the critical stress intensity, as embodied 
by the following integral constraint [13, 16] 

' < 
WP)-
VT^T2 •dd--

K 

2L 
(3) 

This condition ensures that the energy flow to the fracture tip 
is just sufficient to create the new free surface. 

The fluid flow along the fracture is governed by conserva
tion of mass, momentum, and energy, as expressed by the 
following one-dimensional transport equations [17] 

d d 
—(pw) + —(pww) = 0 
at ox 

a a 
T-(P>»H) + --<J)WU2) = 
at ox 

-—{pwe) + —-
dt dx 

Tl dp J, u2l 
pW\— H 

lp dx 2 wJ 

[pWu(e+^)] = -p ^ -2q 

(4) 

(5) 

(6) 

in which p is the density, u is the fluid speed, and e is the inter
nal energy, each averaged over the cross section. The so-called 
friction factor ^ is approximated here by the simple analytical 
expression [10] 

24 r e 1 b 

* = — + 2a\ — (7) 
Re L w J 

which describes a smooth transition between the Poiseuille 
analysis for small Reynolds number (Re = pww//z) and Huitt's 
experimental data for high Reynolds number flow in fractures 
having roughness height e [18]. The empirical constants a and 
b are typically about 0.1 and 0,5, respectively. Inertial effects 
are currently deleted from the left side of the momentum 
equation under the presumption of a low Mach number; this 
approximation can be verified after the fact for a given 
calculation. 

The lateral heat flux q from the driving fluid to the wall of 
the fracture is evaluated as 

Fig. 1 Schematic of a hydraulically driven wedge-shaped fracture 

where T and Ts are the bulk temperature of the fluid and the 
wall temperature at any axial location; h is the convection 
coefficient which depends on the local speed, density, and 
Reynolds number. By the Reynolds/Prandtl analogy to the 
fluid drag coefficient [19] 

A = l p t ^ P r ~ 2 / 3 (9) 
o 

Colburn's [20] experimental results suggest that this relation
ship is useful for fluids having a Prandtl number in the range 
0.5 to 100. Radiative heat transfer could also be included in 
equation (8), but it is generally not important unless the 
emissivity of the gas is greatly increased by suspended par
ticulate solids. Note that equations (8) and (9) can be used to 
calculate the gas-to-wall heat transfer only if the wall 
temperature is known, and this depends on the history of the 
heat flow within the rock. 

Conduction heat transfer within the host rock is governed 
by the two-dimensional, time-dependent heat equation. 
However, rather than expending computational effort on a 
direct numerical treatment, we chose to apply a convenient 
analytical approximation [11] 

1 r 3 1 m 

Ts - T„ = ±—[ - ahQ(T- Ts)\ (10) 

This provides the wall temperature 7^ as a function of the 
thermal conductivity k, diffusivity a, and ambient far-field 
temperature Ta, as well as the instantaneous and integrated 
fluxes, q and Q. 

Q M = ( ' g ( f ' ) t f ' 
Jo 

(11) 

q = h(T-Ts) (8) 

Although the wall temperature appears on both sides of equa
tion (10), an explicit form can be written by squaring both 
sides, and then applying the quadratic formula to obtain Ts as 
a function of h, T, Ta, Q, and the thermal properties. 

To solve the governing equations, with heat transfer and the 
integral constraint, only an equation of state for the driving 
fluid is yet needed. For all of the results shown here, an ideal-

a --
b --

CP = 

Cv = 

e = 
G --
h --

k --
K --
L = 

= turbulent drag constant 
= exponent in turbulent 

relation 
drag 

= constant pressure specific heat 
= constant volume specific heat 
= specific internal energy 
= shear modulus 
= convective heat transfer 

coefficient 
= thermal conductivity 
= fracture toughness 
= fracture length 

N = 
P = 

Pa = 
Pr = 
q = 

Q • = 
Re = 

t = 
T = 

rn = 
T, = 

T„ = 

driving pressure ratio = p0/o 
fluid pressure 
fluid pressure at inlet 
Prandtl number = fx/pa 
instantaneous wall flux 
integrated wall flux 
Reynolds number = puw/fi 
time 
fluid temperature 
fluid temperature at inlet 
local wall temperature 
far-field ambient temperature 

u — fluid speed 
w = local fracture aperture 
x = spatial position 
a = rock thermal diffusivity 
7 = ratio of specific heats = cp/cv 

e = fracture surface roughness 
9 = normalized position = x/L 
p. = dynamic viscosity 
v = Poisson ratio 
p = fluid density 
o = far-field confining stress 
\j/ = fluid friction factor 
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Fig. 2 Self-similar pressure distributions for turbulent flow with 
adiabatic fracture walls: comparison of analytical (curves) and 
numerical (symbols) results 

gas relation was used to determine the pressure and 
temperature from the energy and density. However, the com
putational scheme is not restricted to such simple fluids; our 
choice of energy and density as the dependent variables in the 
governing equations was to permit calculations involving 
multiphase driving fluids sometime in the future. 

Numerical Method 

To facilitate a numerical solution, the governing equations 
(4)-(6) are transformed into the straining coordinate system, 
9 = x/L(t). The transformed equations are then discretized on 
the interval 6 = (0,1) and the spatial derivatives, in terms of 6, 
are written as finite differences. By transforming the 
analytical conduction approximation along with the other 
governing equations, the problem of reconciling the straining 
coordinate system with the fixed rock surrounding the fracture 
is avoided. An overview of this computational approach is 
given in the next few paragraphs, with further details available 
in [10] and the Appendix. 

In order to ensure that the integral constraint, equation (3), 
is always satisfied, we take its derivative with respect to time, 
set the resulting expression equal to zero, and integrate this 
equation along with those governing the fluid motion and 
lateral conduction. If the integral constraint is initially 
satisfied, this approach guarantees that it will remain so 
thereafter. This additional relation serves as an auxiliary equa
tion which, together with the other governing equations, con
trols the fracture length. 

As the aperture approaches zero near the fracture tip, the 
equations governing fluid motion become degenerate. To cir
cumvent this difficulty, a mass and energy balance is written 
for a small triangular control volume that coincides with the 
tip portion of the fracture. The details of this, for the con
tinuity equation, are described in a previous paper [10]. The 
energy equation introduced here is handled in an entirely 
analogous fashion. 

Note that the fracture speed L will appear in each of the 
transformed governing equations. Since the fracture length is 
treated as a dependent variable, its derivative (the fracture 
speed) must be computed along with the time derivatives of 
the fluid density and energy; hence, the equations are implicit
ly coupled. Additionally, the time derivatives of the aperture 
w, arising in the continuity and energy equations, depend on 
the time derivatives of the pressure everywhere in the fracture, 
as well as the fracture length and speed. This further con
tributes to the implicit coupling of the equations. Finally, the 
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Fig. 3 Temperature distribution for adiabatic self-similar solutions; the 
analytical results (curves) and numerical results (symbols) are in close 
agreement 

pressures must each evolve in such a manner as to collectively 
satisfy the integral constraint at all times. 

We address the implicit coupling of the transformed equa
tions by writing the integral constraint (3) and the double in
tegral for the local aperture (1) as sums over the difference in
tervals spanning the fracture; these sums are all linear in the 
pressures. Using thermodynamic relations, the pressure 
derivatives that appear are then written as derivatives of the 
density and energy, forming a nonsparse linear system. This 
system, as previously described for isothermal flows [10], can 
be inverted to yield explicit expressions for the local time 
derivatives of our four dependent variables: local density, 
energy and accumulated wall flux, and the fracture length. 
With these, the solutions are marched forward in time employ
ing the well-known method of lines via a library ODE in
tegrator. Often the differential equations are stiff, 
degenerating in some cases to algebraic equations, so we have 
generally relied on integrators such as DEBDF [21] based on 
backward difference algorithms. 

Although this numerical scheme requires inverting a matrix 
for every derivative evaluation, the method is reasonably fast 
overall; we can typically calculate an order-of-magnitude in
crease in fracture length using 11 grid points (34 equations) in 
less than one CPU-minute on a CYBER-76/172 machine. 
Moreover, if the problem being analyzed possesses a similarity 
solution, the computational speed increases dramatically as 
the density, energy, and fracture wall temperature become sta
tionary on the expanding grid. 

Comparison of Numerical Results With Similarity 
Solutions 

In some simplified cases, the gas-driven fracture problem 
has self-similar solutions for which the pressure and 
temperature are independent of time at fixed values of the nor
malized position. These solutions exist if the following condi
tions are met: (1) inlet pressure and temperature are constant 
in time, (2) fracture toughness Kis negligible, and (3) the flow 
is fully turbulent everywhere along the fracture. Additionally, 
one of two thermal restrictions must be satisfied: (1) isother
mal flow or (2) adiabatic flow. The case of isothermal flow 
does not involve the energy equation; it served as a test prob
lem in the initial development of our basic numerical method 
[10]. The adiabatic case, however, provides a very stringent 
test of the numerical accuracy in solving the energy equation, 
since the fluid temperature along the fracture varies widely 
from the inlet value. 
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Table 1 Parameters, properties and conditions used in sam
ple fracture calculations 

Test Conditions 
Inlet fluid pressure, p0 
Inlet fluid temperature, T0 
Ambient temperature, T„ 
Far-field confining stress, a 

Rock Properties 
Shear modulus, G 
Poisson ratio, v 
Surface roughness, e 
Thermal conductivity, k 
Thermal diffusivity, a 
Fracture toughness, K 

Gas Properties (Air) 
Specific heat ratio, y 
Specific heat, cp 
Viscosity, /i 
Prandtl number, Pr 

Computational Parameters 
Drag constant, a 
Drag constant, b 
Relative error tolerance 
Absolute error tolerance 

8.2 MPa 
1300 K 
300 K 
2.5 MPa 

3 GPa 
0.3 
400 urn 
0.2 and 2.0 W/m-K 
4xl0"6m2 /s 
0.5 MPaVrn 

1.4 
1100 J/kg-K 
1.9xl0"5kg/m-s 
0.7 

0.1 
0.5 
l.OxlO-5 

l.OxlO"5 

A comparison of pressure and temperature profiles is shown 
in Figs. 2 and 3, illustrating very good agreement between the 
present numerical results and the adiabatic similarity solutions 
previously derived [22]. The only parameters influencing the 
outcome are the specific heat ratio, y = cp/cv, which is taken 
as 1.4, and the pressure ratio, N=p0/a, which is varied in the 
plots. These similarity solutions may be regarded as essentially 
exact. Our numerical results are generated by the marching 
procedure described above, starting with an arbitrary 
temperature profile and a pressure profile that satisfies the in
tegral constraint, but is otherwise arbitrary. The calculations 
are continued until p(8, t) and T(d, f), or equivalently p(0, t) 
and e(6, t), are no longer changing in time; this usually occurs 
within a tenfold to hundredfold increase in fracture length. 

As seen in Fig. 2, the gas need not penetrate to the tip of the 
fracture in order to drive it forward. It is only necessary that 
the collective action of the pressure forces be sufficient to 
maintain a slight tensile stress at the tip; the low-pressure 
region near the tip is held open by shear forces transmitted 
through the rock, not by the local gas pressure. In contrast to 
the isothermal cases previously studied [10, 23], the adiabatic 
flows do have a finite pressure at the fracture tip. This results 
from the very high temperatures generated by viscous heating 
in the absence of convective losses, which significantly reduce 
the density, and so reduce the turbulent friction and associated 
pressure gradient. Similar behavior can be seen in the related 
problems of adiabatic flow through a porous column [24]. 

The similarity solutions in Figs. 2 and 3 serve to validate the 
numerical method and to illustrate some qualitative features 
of the problem. However, those results are based on an 
assumption that the flow is adiabatic. In reality, heat is lost 
from the driving gas to the colder fracture walls, in accordance 
with the coupled processes of convection heat transfer in the 
gas and conduction heat transfer in the rock. This behavior is 
illustrated in the following nonsimilar calculations. 

Nonsimilar Sample Calculations 

To demonstrate the effect of heat transfer on fracture 
growth we have made sample calculations for a set of condi
tions (Table 1) which are typical of an underground nuclear 
explosion [6, 25]. Within about one tenth of a second after in
itiation of the device, the explosion-produced cavity reaches 
its full size (R ~ 30 m) and the internal pressure decreases to a 
level which is comparable to the overburden pressure of 
50-100 bars (5-10 MPa). It is usually expected that the plastic 

20 40 60 80 
TIME-t(ms) 

100 

Fig. 4 Fracture length/time histories for sample calculations. The 
limiting cases (k = 0 and k = <x>) are roughly the local similarity results. At 
any l ime, the lengths span about a factor of five. 

deformation occurring during cavity growth and the subse
quent elastic rebound of the surroundings will induce a 
residual compressive stress around the cavity which is suffi
cient to contain the cavity gases. In some cases, however, this 
stress cage may be degraded by decoupling of the explosion, 
low rock strength, or the presence of nearby lithologic inter
faces. Under these circumstances the equilibrium cavity 
pressure at the end of the dynamic cavity-formation phase 
may be greater than the minimum compressive stress at the 
wall of the cavity. Under these conditions hydraulic fractures 
may pose a threat to successful containment of the radioactive 
gasses, so it is important to predict the speed and the probable 
extent of fracture growth. 

In the sample calculations presented here the driving 
pressure is held constant and the confining stress is uniform. 
The material properties, parameters, and initial conditions are 
given in Table 1. Properties shown for the rock are typical of 
those for bedded tuffs found at the Nevada Test Site. The 
fracture toughness has relatively little influence in this applica
tion since K/Lin < <P0 - a for L > 0.1 m, so there is no need 
to account for variations in K with temperature or fracture 
speed. Two values of the rock thermal conductivity are given: 
2.0 and 0.2 W/m-K. These provide reasonable upper and 
lower bounds on expected values for a variety of loosely con
solidated rock. Additionally, the lower value corresponds to 
the conductivity of plastics such as polymethyl methacrylate 
which are used in laboratory experiments [14,15, 28]. 

Figure 4 shows the calculated fracture length/time history 
for our sample problem. The four curves are for four values of 
the rock thermal conductivity. The two limiting cases, k = 0 
and k= °°, correspond roughly to the local similarity solutions 
for an adiabatic and isothermal fracture wall, respectively. In 
these extremes, the convective heat transfer between the driv
ing fluid and the host rock is not coupled with the far-field dif
fusion problem. In the first case (k=0), the rock surface in
stantaneously reaches the fluid temperature, eliminating the 
temperature differences necessary to drive any energy ex
change. In the second case (£=<»), the conductivity of the 
rock is presumably high enough that the wall temperature re
mains constant at its initial condition over the time interval of 
interest. For intermediate values of rock conductivity, k = 0.2 
and 2.0 W/m-K, the coupled heat transfer gradually raises the 
wall temperature, slowly reducing the convective losses from 
the fluid. All else being the same, the rate at which these losses 
diminish determines the fracture length/time history. 

The most remarkable feature of Fig. 4 is the large effect 
heat transfer has on fracture length. At 10 ms, the calculated 
lengths range from 0.36 m to 1.6 m - spanning almost a factor 
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Fig. 5 Nonsimilar gas temperature profiles for one sample problem. 
The curves approach the adiabatic limit as the fracture wall temperature 
increases, reducing the overall heat transfer rate. 

of five. By 100 ms, the lengths range from 7.5 m to 35. m, 
again varying by a factor of five or so between the isothermal-
wall (k = oo) and adiabatic-wall (k = 0) limits. When the 
coupled heat transfer is considered, the resulting length/time 
curves lie between these extremes. At 10 ms, the length 
predicted for a rock conductivity of 2.0 W/m-K is 0.38 m, 
very close to the isothermal case. Later, at 100 ms, the same 
conductivity gives a predicted length of 11. m, not quite a fac
tor of two above the isothermal limit and a factor of about 
three below the adiabatic calculation. The results for a con
ductivity of 0.2 W/m-K show a similar trend, initially follow
ing the isothermal case and then departing toward the 
adiabatic limit, but the transition occurs much earlier due to a 
more rapid increase in the fracture wall temperature. 

Figures 5 and 6 show the temperature profiles of the driving 
fluid and fracture wall at various times for the 2.0 W/m-K 
conductivity sample problem. We have extended these calcula
tions beyond the normal period of interest to help show the 
gradual evolution of the temperature distributions. Initially, 
the wall temperature is uniformly at the far-field value, 300 K. 
The gas temperature, regardless of its initial conditions, 
almost immediately assumes the ambient value, due to the 
very large convective losses. By 1.0 ms the rock temperature 
near the inlet has increased to almost that of the driving fluid. 
For the next 100 ms the gas and wall temperatures near the in
let rise smoothly and at 100 ms the gas temperature at the tip 
just begins to climb. This continues through about 10 s, at 
which time the temperature profile of the gas is nearly the 
same as that for adiabatic fracture walls. The wall 
temperatures tend to follow the gas temperatures, except that 
near the tip they remain close to the far-field value. This is 
because the rock in the tip region is always just recently ex
posed to the hot gas and has not yet had time to heat. 

Summary 

We have developed and tested a fast numerical procedure 
for calculating the growth of hydraulically driven fractures. 
The continuity and energy equations governing fluid motion 
and an auxiliary constraint, related to the fracture toughness, 
are integrated on a finite-difference coordinate system that ex
pands as the fracture grows. 

To account for the energy exchange between the driving 
fluid and the host material, a hybrid analytical/numerical ap
proach is used. The lateral convective transport is described by 
a usual heat transfer correlation. This appears in the energy 
equation for the driving fluid, which is solved numerically. 
The conductive lateral transport is governed by diffusion 

k = 2.0 W/m-K 

0 0.2 0.4 0.6 0.8 1.0 
NORMALIZED POSITION (0) 

Fig. 6 Rock surface temperatures for the sample problem with fc = 2.0 
W/m-K; the instantaneous wall temperature is always below the fluid 
temperature at the same position 

within the host material. Rather than solve this conduction 
problem numerically, however, we employ an analytical solu
tion based on an integral method. This is coupled to the 
numerical portion of the analysis through the fracture wall 
temperature and so circumvents introducing numerous grid 
points outside the fracture. Only one dependent variable, 
either the accumulated lateral flux or the wall temperature, 
need be added to the governing equations. 

Our present numerical results agree well with known 
similarity solutions. Since the largest errors occur where the 
densities are very small, the fracture lengths and speed are not 
seriously affected; the numerically determined speeds typically 
differ from the exact results by only a few percent. In light of 
the very large fluid temperatures that are sometimes generated 
by the viscous heating, the accuracy of the numerical scheme 
seems more than adequate. 

Beyond reproducing the similarity solutions, new non-
similar results have been obtained. This is demonstrated in 
sample calculations of fractures driven following a 
hypothetical nuclear test. For the sample problem, we find 
that convective losses from the driving fluid significantly 
diminish fracture growth; in a realistic case the speed and 
length are reduced by a factor of about three below the 
adiabatic limit when the coupled convective and conductive 
heat transfer are considered. These convective energy losses 
would have an even greater influence if the driving pressure 
decayed rapidly during growth, as is the case in most 
applications. 

Overall, this hybrid analytical/numerical scheme is 
reasonably efficient. The work saved in using an analytical 
solution for the conduction within the host material permits 
rapid calculation of fracture growth. In most cases, we can 
compute a tenfold increase in fracture length, using 11 grid 
points, in a minute or so of CYBER-76/172 CPU time. 
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A P P E N D I X 

The governing transport equations (4)-(ll) are strongly 
coupled through the fracture length L(t) and aperture w{6, t). 
A method for decoupling these equations was outlined in [10] 
for the continuity equation only. Here, that method is extend
ed to the somewhat more complex equations which include 
energy transport. 

Starting with equation (6), the first step is a transformation 
to the straining coordinate system, 6 = x/L(f). For the energy 
equation, this gives 

3 L d 1 d r / p \1 

_(^w)_(,__(^w) + _ _ | p ^ e + _ j j 
V dw „ L dw 1 „ , . „ 

= -pWt-9 L wJ"2* (A1) 

where, as before, the local wall flux q is evaluated from equa
tions (8)—(11). Now, since the aperture (and hence its time 
derivative) depend only on the pressure distribution and frac
ture length, we introduce the constant influence coefficients 

1 9w, 
a«=T ^ (A2) 

and, following some rearrangements can write equation (A2) 
as 

/ dw I 
(ewp)i + (pwe), + ((Zpe+p)iwi - dp; — 

\ da u 

3 \ \ L v-, / dp I 

dp I \ i a i 
+ I T ij) = - T -^-((Pe+P)uw)\ -2(ii (A3> de \i V L 30 \i 

where / and j denote the rth or y'th node on an M node grid. 
The corresponding form of the continuity equation is [10] 

/ a I \ L r-< / dP I 
w^ + [2pjWj -—(p0w) |. J — +Z-p(-L«v \ -fy \j h 

+ ?E. I A = - — —(puw) I (A4) 
de \j V L dd h 

Some obvious simplifications have been omitted in order to 
show the exact form of the difference equations used in the 
numerical computation. 

The spatial derivatives in equations (A3) and (A4) are all 
evaluated using central differencing; the only precaution is to 
ensure that there are no fluxes out of nodes in the evacuated 
region of the fracture tip. To avoid degenerancy of the govern
ing equation, a triangular control volume is used in region just 
behind the tip. By integrating linear profiles over this volume, 
an expression involving the transport properties at the tip node 
Mand one node back M— 1 is obtained. In some applications 
it may be possible to simply prescribe the appropriate values 
of eM and pM, thus avoiding the need for any special near-tip 
equations. 

An evolutionary equation for L is obtained by differen
tiating the integral constraint (3) with respect to time 

where fij = dl/dpj are constant influence coefficients 
calculated from equation (3). 

The system of equations (A3)-(A5) can be cast in the im
plicit linear form 

A(pup2, . . . pM,e\,e2, . . . eM,L)T = b (A6) 

where A is an M+ 1 by M+ 1 matrix and b is a column vector 
containing the spatial differences. At each time step, equation 
(A6) is solved by L U decomposition to obtain time derivatives 
of the primary dependent variables, p,-, e,, and L. Once L is 
available, it is easy to calculate the time derivative of the in
tegrated heat flux into each grid interval using the formula 

L dO I 
Qi = Qi + OiT -£ I (A7) 

where the spatial derivative is evaluated as a central dif
ference, and instantaneous heat flux qt is evaluated from 
equations (7)-(10). By this procedure we determine the time 
derivatives of all quantities, and these are then supplied to an 
ODE integrator which advances the solution in time. 
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Thermal Finite Element 
Formulation and Solution Versus 
Experimental Results for 

H.G.Kraus Thin-Plate GTA Welding 
Senior Engineering Specialist, 

EG&G Idaho, Inc., The problem of steady-state and transient heat transport associated with thin-plate 
Idaho Falls, ID 83415 welding is formulated and solved using the finite element method. Phase change is 

Assoc. Member AS ME accurately accounted for through an element phase property averaging and 
quadratic/integral capacitance fitting technique. Three cases of quasi-steady 
welding ofSS (stainless steel) 304 plates were simulated: input powers of 285, 405, 
and 588 W with corresponding velocities of 0.408 x 10~3, 1.270 x 10~3, and2.540 
x 10~3 m/s. Comparison to experimental results shows good agreement of weld 

pool size with a shape discrepancy developing as welder power and velocity increase. 
Arc heat flux and weld pool convection effects are discussed. A review of these 
results, combined with a survey of current literature, enabled possible causes of 
these weld pool shape differences to be identified and enabled recommendations for 
future research to be made. 

Introduction 
The theoretical prediction of temperature fields in welding 

processes continues to receive attention in efforts to move 
welding technology from an art to a science. The quasi-steady-
state temperature fields and thermal transient history of welds 
are important to the study of the metallurgical aspects of 
welds, e.g., grain growth, size, and orientation, and solid-state 
phase transformations, which in turn lead to the understand
ing of associated mechanical properties, e.g., residual stress, 
distortion, ductility, and strength. The research described 
herein was undertaken in support of a program to acquire 
enough knowledge to ultimately develop automated control of 
the welding process for optimizing or controlling weld size and 
strength properties. The subject of this article concerns 
primarily the accurate numerical solution to the thermal 
physics of gas-tungsten arc (GTA) welding of two thin plates. 
However, experimental and theoretical modeling research of 
thick-plate welding will be conjointly discussed. This will aid 
in conveying the context of research reported herein, in 
relating thick and thin-plate welding phenomena, and in mak
ing recommendations for the direction of future research. 

General Welding Modeling Review 

The work of Kou et al. [1], Krutz and Segerlind [2], Fried
man [3], Goldak et al. [4], Heiple et al. [5], Oreper et al. [6], 
Oreper and Szekley [7], and Karniadakis and Unkel [8] forms 
a representative cross section of the state of the art in welding 
modeling. Included collectively in these works are literature 
reviews of older research and recent advancements in detailed 
modeling such as: distributed arc heat fluxes; weld pool metal 
vaporization and condensation; Lorentz, plasma jet shear, 
buoyancy, and surface tension forces, and incident electric 
current flux distribution effects on the weld pool temperature 
distribution and thus shape. No work simultaneously includes 
all of these effects. Of the above list, only distributed arc heat 
fluxes have been studied in thin-plate welding. All known weld 
pool modeling to date has been for stationary thick-plate 
quasi-steady-state or transient weld pools. No weld pool con
vection models have been developed for thin-plate full 
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penetration welding. In addition, there are a number of other 
factors that have been overlooked in past modeling. A couple 
of these factors, which are important in the modeling, are 
discussed below. 

The emissivity for metals is temperature dependent, con
trary to the model treatment by Kou et al. [1], Goldak et al. 
[4], and Karniadakis and Unkel [8], where a constant was 
used. There is also a large difference between solid and liquid 
metal emissivities. For example, steels have an emissivity of 
0.7 to 0.9 as a solid near the melting temperature; on the liquid 
side the emissivity is near 0.3 [9, 10]. Additionally, the 
solidified weld material ends up coated with metallic oxides. 
Visual inspection of welds makes this readily apparent and 
enough experimental data are usually available that the sur
face oxide can be determined. The emissivity of such oxides is 
not the same as the base metal, nor is it temperature inde
pendent [11], Such nonlinearities induced by temperature-
dependent thermophysical properties do have significant 
effects in weld models which are overlooked when treating 
properties as constant. 

Many researchers have used the parameters of their models 
as variables to fit models to experimental data. Arc efficiency 
(defined as the net energy received by the anode divided by the 
welder input energy) and weld pool conductivity (treated as a 
constant) were varied by Kou et al. [1] in the modeling of thin-
plate aluminum alloy welds until the model results matched 
the experimental data. Various combinations of the 
magnitude of these parameters of 50-70 percent and two to 
three times the liquid conductivity, respectively, were 
predicted. However, since the work of Kuo et al., Smartt et al. 
[12] have experimentally measured the arc efficiency for an 
aluminum anode to be 80.2-83.2 percent with an average of 
81.3 percent. Thus, it is difficult to make definite conclusions 
about the true magnitude of unknown parameters based on 
such a solution fitting scheme. These solutions may not be 
unique and/or physically important phenomena not present in 
the model may be responsible for the experimental 
model/data discrepancies. 

Formulation and Thin-Plate GTA Welding Model 

Two possible formulations to the energy transport problem 
of the welding of two thin plates are based on having the coor
dinate system fixed with respect to the plate or the welder. The 
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velocity (i.e., negative of welder velocity), S, is the side, 
centerline, and right domain boundaries, and S2 is the left or 
inlet flow boundary. 

The domain of equation (1) is divided into N bilinear 
quadrilateral isoparametric elements, Wj are the Galerkin 
weighting functions, At and S, are the element cross-sectional 
and surface areas, respectively, and n is a unit vector normal 
to Sj. All terms on the left side of equation (1), except the tran
sient term, were integrated exactly using Gaussian quadrature. 
The storage term was first-order finite differenced in time and 
all other terms were evaluated at the end of a time step 
resulting in a fully implicit algorithm. Adherence to the basic 
Galerkin-finite element method (GFEM) for treating the 
advective terms in the energy equation [13], coupled with 
physically realistic boundary conditions [14], resulted in 
superior stability and accuracy over finite difference, mass 
lumped finite element, and first-order upwind methods. 
However, the transient term is zero for this quasi-steady-state 
weld model. Simulating the startup and shutdown of this 
welding process would require the transient solution of this 
equation. While this capability has been developed, such 
simulation has not yet been performed. 

System symmetry about the x axis of Fig. 1 allowed the solu
tion domain of this weld model to be reduced to the positive 
rectangular region of the x-y plane. Since GTA welding is a 
low rather than high penetration process (such as electron 
beam or laser welding), Q of equation (1) is equal to zero. 
Natural convective heat loss from the top and bottom sides of 
the plates was accounted for using the simplified convection 
coefficient equations for air [15], where a characteristic length 
of 0.1 m was used. Radiation heat loss from the top and bot
tom sides of the workpiece was treated as radiation to a 
temperature sink at Ta. A multiplication factor of 0.9 was us
ed of the top side radiation heat loss boundary condition to 
approximate the presence of the welder. Emissivity was 
temperature dependent and was specified separately for three 
different regions: solid phase of the workpiece [11], liquid 
phase (weld pool) [10], and the solidified weld track which for 
SS 304 has a Cr 2 0 3 surface oxide layer [11]. McCullough et al. 
[16] have described in detail the oxidation of SS 304. 

All thermal properties of equation (1) were treated as 
temperature dependent based on the SS 304 data reported by 
Kim [17]. Properties were assumed constant throughout an 
element, being based on an average element temperature. The 
exception to this is the elements in which phase change is 
present, which is discussed in detail below. 

Alloys typically do not pass through the solid-to-liquid 
phase transition at a single temperature, but rather over a 
temperature range from the solidus temperature Ts to the liq-

Nomenclature 

A, 
«1> «2> a3 

b 
CP 

d, e,f 
E 

h„ hb 

Hs\ 
i 
I 
k 

N 
P 
P 

<7>v 
Q 

= 
= 
= 
= 
= 
= 
= 

= 
= 
= 
= 
= 
= 
= 
= 
= 

element area 
quadratic polynomial coefficients 
plate thickness 
heat capacity at constant pressure 
ellipse parameters 
welder arc voltage 
top and bottom side plate combined convec
tion and radiation transport coefficients 
heat of fusion 
element number (subscript) 
welder arc current 
thermal conductivity 
number of elements in mesh 
iteration number (superscript) 
r)EI/0.95 = net power transmitted to plate 
welder arc heat flux distribution (area based) 
welder energy deposition distribution 
(volume based) 

Si 

su s2 t 
T 

AT 
TL 

TP 

Ts 
Toe, T0 

u, u0 

Wj 
x,y 

y 
V 
•K 

P 

= 

= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 

element surface area (laterally, not top and 
bottom) 
mesh domain surface boundaries 
time 
temperature 
temperature difference 
liquidus temperature 
phase interface temperature 
solidus temperature 
ambient temperature 
plate or welder velocity 
Galerkin weighting functions 
Cartesian coordinates 
relaxation parameter 
welder arc efficiency 
radians in a half circle 
density 

Thin plates 

Quasi-steady state formulation 
welder stationary 
plates moving 

Fig. 1 Thin-plate quasi-steady-state welding model 

latter was chosen for this formulation. For quasi-steady-state 
weld pool predictions, this results in having to solve a steady-
state rather than transient differential equation, although 
advective terms corresponding to the motion of the plate 
relative to the welder are then needed. 

Figure 1 illustrates the process and the associated coordinate 
system centered at the arc welder. Because the plates are thin, 
the temperature is lumped through the plate thickness. The 
energy equation/finite element formulation of this process is 

A f f r dW; dT dW, dT dT 

+ hb)(T-r„)].dA, + §s Wj[kvr.ni^s,] (i) 

which makes use of the continuity equation 

dp d 

dt dx 

and has associated boundary conditions 

dT dT 
—— = —— = 0 on S, (3) 

dx dy 
T=T0 on S2 (4) 
u = u0 on S2 (5) 

where x and y are the Cartesian coordinates, b is the plate 
thickness, k is the thermal conductivity, Tis the temperature, 
q„ = qw (x, y) is the welder arc heat flux, Q is the welder energy 
deposition density, p is density, Cp is heat capacity, h, and hb 

the combined convective and radiative heat transfer coeffi
cients for the top and bottom surfaces of the plate, respective
ly, Ta is the ambient temperature, Ta = T„, u0 is the plate 
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Fig. 2 Element phase property averaging and quadratic/integral 
capacitance fitting technique illustrations 

uidus temperature TL. For the purpose of locating the phase 
front, the solid/liquid interface was considered to occur at the 
pinch-off temperature defined as 

TP = Ts + 2/3(TL-Ts) (6) 

TP is commonly accepted as the temperature at which move
ment of the liquid due to convective motion ceases due to solid 
phase impediment. Initially, the integral phase change method 
by Lemmon [18] was used to calculate properties in elements 
experiencing phase change. This method does not work well 
for the quadrilateral isoparametric elements used herein, 
resulting in significant error in element property values and 
relative insensitivity to the location of the phase front inside 
an element (for this does not directly enter into the calculation 
scheme). As a result, indefinite solution oscillation occurred. 

A phase change technique was developed in two parts which 
enables the solidus and liquidus fronts to be accurately located 
and results in smooth monotonic solution convergence. For 
the first part, consider the quadrilateral element of Fig. 2(a) 
through which the phase fronts pass. An area-weighted prop
erty average is taken based on the liquid, phase change, and 
solid regions. This allows accurate tracking and location sen
sitivity to the Ts and TL phase fronts as they influence element 
average property values. 

The second part of the phase change technique has to do 
with how the heat of fusion is spread over the Ts to TL inter
val. Figure 2(b) shows the typical method of using a constant 
Cp over this temperature interval equal to Hsl/AT where Hsl 

is the heat of fusion and AT=TL-TS. However, the step 
change in Cp at TL and Ts prevents nonlinear iterative con
vergence as the solution at a node may oscillate indefinitely 
between values slightly greater and slightly smaller than TL or 
Ts. To circumvent this problem and be physically realistic, a 
continuous quadratic function for Cp was defined as 

Cp(T)=al+a2T+a,T2, TS<T<TL (J) 
for the Cp spread equivalent of Hsl. The constants a are deter
mined based on the following conditions which must be 
satisfied: 

1 Cp(T) equals the solid phase Cp at Ts 

2 Cp (T) equals the liquid phase Cp at TL 

3 The following integration must hold true 

\TLCp(T)dT=Hsl (8) 

With the constants determined, Cp(T) appears as in Fig. 2(c) 
to account for the heat of fusion. There may also be discon
tinuities in other thermophysical property data through the 
phase change region. In this case, property values were linear
ly interpolated between Ts and TL. Quick nonlinear con
vergence results when combining the two parts of the above 
phase change technique with this linear property bridging. 

The workpiece incident arc heat flux distribution for GTA 
welding has been measured experimentally by Smartt et al. 
[19] for a stationary welder without a weld pool present. The 
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Fig. 3 Example meshes within circular, skewed elliptical, and double 
elliptical arc heat flux distributions 

experimental data were found to fit a form of circular Gaus
sian distribution. Arc heat flux distribution has not been 
characterized in the case of a moving welder with a fully 
developed quasi-steady-state weld pool. However, in this case, 
visual and photographic observations were made which reveal 
a dragging or stretching of the plasma arc on the tailing side. 
Similar observations were made by Tsai [20]. The arc heat flux 
may also be skewed in a similar manner. In order that such ef
fects be investigated theoretically, the welder arc heat flux, 
qw(x, y) of equation (1), was generalized so that circular, 
elliptical, skewed elliptical, or double elliptical (teardroplike) 
Gaussian distributions could be modeled. The associated rela
tion is 

qw (x, y) --
W 

•wde 
(9) 

where qw drops to ~ 5 percent of its peak value on the arc 
boundary defined by the associated ellipse equation 

i,2 (x-f)2 

d2 + -
y 

• \ (10) 

In equation (9), P = i)EI/0.95, JI is the arc efficiency, E and / 
are the voltage and the current of welder arc, respectively, and 
the denominator factor is necessary to account for the energy 
which would otherwise lie outside the ellipse boundaries of 
equation (10) in the tail of the Gaussian distribution. Other 
parameters in equations (9) and (10) include d and e, the 
ellipse half length and half width, respectively, and / , the x-
coordinate distance that the center of the ellipse is displaced to 
produce a skewed distribution. The various distribution types 
can be produced with the appropriate choices of d, e, and / 
values. 

A general finite element mesh generator was written which 
allowed generating meshes in an overall rectangular region 
with an internal shape such that element boundaries matched 
the arc heat flux elliptical boundary of equation (10). Three 
examples, showing only the mesh within the arc heat flux 
boundaries, are given in Fig. 3. The qw term of equation (1) 
was integrated to five decimal place accuracy using a two-
directional trapezoidal rule algorithm. 

It is not sufficient for highly nonlinear problems, such as 
this welding model, simply to use fully implicit differencing in 
equation (1) to achieve a stable convergent scheme as is 
guaranteed in the case of linear analysis. A nonlinear under-
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Table 1 Experimental and FEM model run conditions—weld pool 
results for SS 304 

Fig. 4 Analytical versus experimental weld pool geometry, Case A/A-1 
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Fig. 5 Analytical versus experimental weld pool geometry, Case B/B-1 
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Fig. 6 Analytical versus experimental weld pool geometry, Case C/C-1 

relaxation algorithm was developed to enable solution con
vergence. This is represented by 

[T)P+l =y[T)P+l +(l-y)[T}P (11) 

7 = (Armax)-«, 7 < 1 (12) 
where T is the vector of unknown node temperatures, p and 
p+\ represent successive iterations, y is the relaxation 
parameter, ATmax is the maximum change in node temperature 
from one iteration to the next, and n is the relaxation power 
exponent. Using « = 0.90 to 0.95 produced convergence in 12 
to 24 iterations. A similar finite difference based model [1] us
ing linear relaxation (i.e., 7 = const) took 60 to 300 iterations 
to achieve convergence. 

Results and Discussion 

Table 1 lists the experimental and FEM model run condi
tions with the weld pool results for a l .5x l0~ 3 m thick SS 304 
plate. Experimental results show that the weld pool is essen
tially the same size on the top as on the bottom of the plate, 
verifying the assumption that the plate may be lumped in 
temperature through its thickness. The model mesh consisted 
of 1200 elements and 1271 nodes. The length of the mesh was 
not as critical as the width. If was found that, with the welder 
centered at x=y = 0.0, a mesh bounded by -0.050 < x < 
0.150 m, 0.000 < y < 0.050 m was needed to validate the 
boundary conditions of equations (3)-(5). In other words, the 
boundary at y =ym3X must be far enough away from the welder 

Case 

A 

A - l 

8 

B- l 

C 

C-l 

C-2 

C-3 

C-4 

C-5 

C-6 

C-7 

Data 

Exper imenta l 

FEM Model 

Exper imenta l 

FEM Model 

Exper imenta l 

FEM Model 

FEM Model 

FEM Model 

FEM Model 

FEM Model 

FEM Model 

FEM Model 

Molten Pool 
( 1435°C Isotherm) 

Length Width l A r " 
(mm) (mm) (mm ) 

5.9 

6.2 

8.2 

7.2 

11.3 

9.3 

7.5 

5.6 

10.1 

10.4 

9.2 

9.5 

5.7 

6.0 

5.9 

6.2 

5.0 

6.1 

5.5 

4.6 

5.5 

5.7 

6.1 

6.2 

26.4 

29.2 

38.0 

35.1 

44.4 

44.6 

32.4 

20.2 

43.6 

46.6 

44.1 

46.3 

Welder 
V e l o c i t y , u 

(m/s) 

0.408 x 

0.408 x 

1.270 x 

1.270 x 

2.540 x 

2.540 x 

2.540 x 

2.540 x 

2.540 x 

2.540 x 

2.540 x 

2.540 x 

1 0 ' J 

1 0 - 3 

10 J 

I D " 3 

I D " 3 

,o"3 

1 0 - 3 

10" 3 

1 0 - 3 

1 0 " 3 

1 0 " 3 

1 0 - 3 

Arc 

n 
(percent 

75-79 

77 

75-79 

77 

75-79 

77 

77 

77 

77 

77 

77 

77 

Parameters 

V 
(Vo l t s 

7.5 

7.5 

8.1 

8.1 

8.4 

8.4 

8.4 

8.4 

8.4 

8.4 

8.4 

8.4 

1 
(Amps) 

38 

38 

50 

50 

70 

70 

70 

70 

70 

70 

70 

70 

so as not to restrict conductive heat flow; also, diffusive 
transport must not penetrate to the x = xmia boundary. If these 
conditions are not met, the boundary conditions are inap
propriate and the solution will be erroneous. 

Cases A, B, and C define the experimental results which 
represent averages of several welds each. Cases A-l, B-l, and 
C-l are the corresponding model predictions. For the model, 
an arc efficiency of 77 percent was used representing the 
average experimentally measured results for SS 304 by Smartt 
et al. [12], which ranged from 75 to 79 percent. The model arc 
heat fluxes were circular Gaussian distributions, having radii 
of 2 . 0 x l 0 - 3 , 2 . 3 x l 0 - \ and2.7xl0"3 m, respectively. The 
radius for Case A-l was fixed at 2.Ox 10~3 m as a value larger 
than that which would be predicted by the Mcllwain et al. [21] 
data, assuming that the arc cross-sectional area is proportional 
to current. This proportionality was also the basis for defining 
the other radii. Values larger than that which would be 
predicted based on the Mcllwain et al. data were used because 
there was not an established weld pool under the arc in these 
measurements. When there is, metallic vapor will also be pres
ent which may broaden the arc as explained by Johnson and 
Pfender [22]. Figure 3(a) is typical of the arc heat flux 
geometry for these cases. Experimental and model results are 
compared in Figs. 4, 5, and 6. These results represent the basic 
predictions of this model, based on well-defined ther-
mophysical properties and modeling parameters, without 
recourse to model/parameters semiempirical fitting pro
cedures as discussed earlier. Good agreement is obtained at 
low power and low velocity. However, as power and velocity 
are increased, the model predicts too wide and too short a 
weld pool, although the overall weld pool area prediction re
mains accurate as Table 1 shows. 

Effects of several parameters on weld pool shape were in
vestigated via variations of Case C-l. To illustrate the effects 
of not using accurate emissivity properties, Case C-2 was run 
with the solid emissivity data for the entire weld plate. 
Emissivity temperature dependence was maintained. As 
shown by Table 1 molten pool data, this effect alone causes 
nearly a 30 percent error in weld pool area prediction. 

Case C-3 was run to investigate the effect of weld pool con
vection assuming the result is uniform mixing. In this instance, 
a liquid effective thermal conductivity of twice that of the 
molten SS 304 was used. Table 1 data reveal the severe 55 per
cent undersized weld pool which results. Evidently, although 
weld pool convection is very likely present, its effect is not one 
of good mixing. It appears that no one has theoretically 
modeled the weld pool convection for a moving welder and 
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- Center of arc 

Weld pool boundary 

(a) Case A 

Weld pool boundary 

Weld pool boundary 

(c) Case C 

Fig. 7 Surface circulation patterns for Cases A, B, and C based on 
videotape observations of the welding process 

thin plates, where there is a molten free surface on the upper 
and the lower surfaces. Videotape observations for the Case 
A, B, and C welding conditions show surface circulation pat
terns as illustrated in Fig. 7. The observation of weld pool cir
culation is not new and has been reported by Christensen et al. 
[23], Woods and Milner [24], and others. However, the 
specific qualitative data for SS 304 of Fig. 7 do represent a 
weld pool circulation pattern development with increasing 
welder power and velocity not previously presented. It is 
believed that the weld pool convection may be dominated by 
surface tension forces because of the doubling of molten metal 
surface area for full penetration welds. Electromagnetic force 
effects may also be significant whereas buoyancy forces, due 
to the thinness of the plate, may play only a minor role. 
Because of the recirculating patterns of Cases B and C as com
pared to Case A of Fig. 7, welder velocity is believed to play an 
important role also. In any case, weld pool convection does 
not appear to be significant in determining weld pool size, but 
may explain a portion of the experimental/model weld pool 
shape differences as welder power and velocity are increased. 

Arc heat flux distribution and geometry represent another 
area of uncertainty. Cases C-4 and C-5 show the result if the 
arc dragging effect discussed earlier causes a skewed elliptical 
or a double elliptical distribution, respectively. Figures 3(6) 
and 3(c) show the corresponding arc heat flux geometries. On
ly the double elliptical (or teardroplike) shape resulted in a 
close fit to the experimental data of Fig. 6. Experimental con
firmation of this arc heat flux shape is needed. Using a con
stant heat flux, rather than a Gaussian distribution, may 
closer represent reality as the Johnson and Pfender [22] 
analysis reveals. Even so, the Case C-6 data of Table 1 reveal 
little associated effect. The influence of arc radius was studied 
in Case C-7 where a radius of 3.6 x 10"3 m (1/3 increase) 
resulted in ~ 4 percent change in weld pool area with no 
change in shape. 

Ganaha and Kerr [25] give experimental weld pool shapes 
for carbon steels. Therein, the elongated tail at higher welding 
velocities appears even more pronounced than for the present 
case of SS 304. This is the primary area of experimen

tal/model weld pool shape discrepancy of this work as 
reinspection of Fig. 6 shows. Easterling [26] discusses fusion 
welds and points out that the solidification process is not 
simply the reverse of melting as modeled herein. It is shown 
qualitatively that the thermal history of the weld material can 
result in a phenomenon known as constitutional supercooling. 
Constitutional supercooling is greatest at higher welding 
speeds and at the weld centerline where element concentration 
pile-ups are the greatest. This is believed to be the source of ex
perimental/model weld pool shape differences in the tail of 
the weld pool. Verification of such is needed. This effect has 
not been accounted for in any of the welding models known to 
date and most appear to possess similar deviations from ex
periment. It is estimated that a mean constitutional supercool
ing of ~ 140 K would allow this model to match experiment in 
the weld pool tail region of Fig. 6. 

Summary 

The GTA welding of two thin plates has been modeled using 
a finite element based solution method. Welder input powers 
from 285 to 588 W and welder velocities from 0.408 X 10~3 to 
2.540 X 10"3 m/s were simulated. Results show good agree
ment of experimental and model weld pool areas. The details 
of weld pool shape are predicted well at low power and veloci
ty. However, as welder power and velocity increase, dif
ferences in weld pool width and tail shape are revealed. 
Reference to results of this work and current literature forms 
the basis of the statements below which include recommenda
tions for the direction of future research. 

Using proper and accurate thermophysical property data is 
very important in welding modeling. Temperature dependen
cies, resulting in nonlinear defining equations, must be used. 
An example was given showing the importance of emissivity, 
not only with respect to temperature variation, but also with 
respect to the differences between the solid and liquid phases 
of the metal. No model of molten pool convection for thin-
plate moving welders has been made. This does not appear to 
be important for modeling weld pool size but may influence 
shape. Results herein indicate that molten pool convection 
does not result in a well-mixed weld pool. Videotape weld pool 
surface observations for SS 304 thin plate welding reveal a 
developing recirculation and instability pattern as welding 
power and velocity are increased. Weld pool convection may 
explain the narrowing of the pool over theoretical predictions. 
For this relatively small gain in weld pool shape accuracy, a 
complex convective model, including the following, may be 
needed: 

1 Arc plasma jet and cover gas surface shear forces 
2 Cover gas/arc pressure 
3 Well-characterized arc heat and electric current flux 

distributions 
4 Electromagnetic or Lorentz forces 
5 Buoyancy forces 
6 Surface tension forces 
7 Weld pool vaporization/condensation. 
Arc drag due to welder motion/arc/anode interaction may 

alter the heat flux distribution on the surface of the plates. 
This may be largely responsible for narrowing and elongating 
the weld pool as observed experimentally at high welding 
velocities compared to the diffusion/advection model results 
given herein. The author is beginning experimental research to 
make such measurements. 

Constitutional supercooling may be responsible for the 
elongated and pointed tail observed experimentally at high 
welding velocities. This may be more important to investigate 
than weld pool convective effects. The reason for this is based 
on the fact that metallurgical solidification models depend on 
the local phase front curvature as primary dendritic growth 
occurs with ~ 30 deg of normal to this front. It is in the weld 
pool tail region where the largest experimental/model phase 
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front curvature differences exist. An experiment to nonin
vasive^ measure pool surface temperature to investigate this 
possibility is presently being performed by the author. 

Welding processes are indeed physically complex. No com
pletely comprehensive welding models have yet been for
mulated. To model thin-plate weld pool convection will re
quire a three-dimensional model, as will thick-plate weld pool 
convection simulations for moving welders. The above effects 
should be included and assessed. 
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Heat Conduction in a Moving 
Semi-infinite Solid Subjected to 
Pulsed Laser Irradiation 
Heat conduction in a moving semi-infinite medium subject to laser irradiation is 
considered. The body of knowledge of exact analytical solutions for Gaussian laser 
irradiation is expanded to include pulsed lasers, and laser beams that penetrate into 
the medium with exponential decay. For applications with complicated geometries 
(laser melting and evaporation), a simple integral method, based on one-
dimensional diffusion, is presented, and its range of validity determined. 

Introduction 

Lasers have a variety of applications in modern day 
technology, primarily because of their ability to produce high-
power beams. With such concentrated energy it is possible to 
heat, melt, or even vaporize any known material. Presently, 
laser applications include welding, drilling, cutting, machining 
of brittle or refractory materials, heat treatment of metals, 
fabrication of electronic components, medical surgery, and 
production of charged particles. 

Most of the theoretical work on laser-treatment heat 
transfer to date has centered on the solution of the classical 
heat conduction equation for a stationary or moving semi-
infinite solid. Cases with and without phase change and a 
variety of irradiation and source conditions have been studied. 
The simplest case without phase change arises when a semi-
infinite half-space is heated uniformly over its entire boundary 
surface. This type of problem was first treated by Carslaw and 
Jaeger [1], while the case of a pulsed source was addressed by 
Carslaw and Jaeger [1], White [2, 3] and Rykalin, Uglov, and 
Makarov [4]. The more realistic case of a disk-shaped source 
(constant in time or pulsed) was first addressed by Paek and 
Gagliano [5]. Further refinement of the theory was achieved 
by assuming the laser beam to have a Gaussian distribution, 
i.e., the intensity decreases exponentially from the center of 
the beam with the square of radial distance; this type of prob
lem has been addressed by Ready [6], Cline and Anthony [7], 
and Nissim et al. [8]. Some researchers, in particular Brugger 
[9] and Maydan [10, 11], have solved the stationary semi-
infinite slab problem assuming that the intensity of the inci
dent beam decays exponentially with distance into the material 
(internal absorption). 

The problem is considerably more complicated when phase 
transition takes place. In the case of rapid material removal by 
melting and/or evaporating, most of the laser energy is used to 
cut (melt and evaporate) the solid, and only a small fraction is 
lost to heat conduction into the body. To date, most investiga
tions have concentrated on solving the heat conduction prob
lem accurately but made simplifying assumptions with respect 
to the phase change, e.g., Cline and Anthony [7]. In contrast, 
to predict the groove formation associated with laser cutting, 
it is more important to treat the mechanics of melting and 
evaporation accurately, while the relatively small conduction 
losses could be approximated. 

The purpose of the present paper is twofold: (i) to expand 
the body of conduction solutions to include the cases of scan
ning CW and pulsed Gaussian lasers, whose energy penetrates 
into a semi-infinite body with exponential decay, and (ii) to 
develop and determine the conditions of validity of a simple 
approximate conduction model, which could be employed in 
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the much more complicated case of laser-induced melting and 
evaporation. 

Analysis 

The heat conduction equation for a solid moving with 
velocity w in the positive x direction under a pulsed, 
penetrating, Gaussian laser source is [1] 

JL(?l + ulL) = ^T+?fg(t)e-(*2+>2V"2^, (1) 
a V dt dx/ k 

subject to the boundary conditions 

dT 
t co, x— ±°o, y— ±oo, z-» + oo: T-~T„; z = 0: —— = 0. 

oz 

(2) 

Here F0 is the time-averaged absorbed laser flux at the 
center of the beam, R is the effective laser radius, @ is the ex
tinction coefficient of the medium, and g(t) is a periodic puls
ing function with period P. From the definition for F0 it 
follows that the pulsing function is normalized, i.e. 

— \t g(t)dt=l. (3) 

The solution to equations (1) and (2) for a point source of 
strength d3Q = F(t)dxdydz located at x=y = z = 0 is given by 
Carslaw and Jaeger [1] as 

c ? 3 ( r - r o o ) = 
dxdydz 

8pc(7ra)3/ T e-{lx-u{t-l')}2+y2+z2)/4a^-t') 

F(t')dt' 
(t-t')vl (4) 

Using equation (4) the solution to the present problem is readi
ly found to be 

F0P 
T-Tm=-

8pc(ra)3 
{ 00 /> OO /i OO (> 00 

\ng(t-a) 
— oo J —oo J — oo JO 

x e~
 1{X~X' ~m)1 + ("-•" ' ) 2 + ( z " z ')2V4<*<* 

doi 

a 

x e - ( * ' + / )/R -Vz'^dx'dy'dz'. (5) 

Introducing the following nondimensional variables and 
parameters 

%=x/R, n=y/R, t = z/R, r = ut/R; 

. T-Tm 

(6a) 

_ k(TK[-Ta) =«R =fiRf {6b) 

T^-Tj k RF0 a 

and carrying out the space integration results in 
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*($. V, f, T)=——-["g( i—w )e-«*-»> 2 + ' 
zA^ Jo 

(4f-4#)] 

2 ]C / / (U+4a j ) - f 2C//4u 

+ erfn 
t/+4co 

(7) 

where 
2 

erfn(x) =6* erfc(x). (8) 

It is assumed that the complementary error function of 
negative arguments is evaluated as 

e r f c ( -x ) = l + e r f (x )=2-e r fc (* ) . (9) 

If the laser energy deposition is entirely on the surface 
(AT—oo), the solution becomes, either by omitting the z' in
tegration in equation (5) or by finding the limting value for 
equation (7), 

»(*, i?. f, T)\K^=^-J— r * (7- W )e- l« -
A^ N 7T JO 

x r f " * 
fifa) 

(f/+4co)Voj 
(10) 

For the CW laser case ( g s 1), this solution has already been 
given by Cline and Anthony [7]. 

The laser pulse function has a nondimensional period 
p = uP/R of which a part e describes the laser-on time and 
p — e is the laser-off time. By eliminating the laser-off time 
from the solution, equation (7) may be rewritten as 

?(«. V, f, T ) = -
K 

2Nl 

min(/i/7 + e,T) 

g(r' -np) 

[M*Ff+i4£d 
+ erfn (*Pf-U?7) } 

x r i 8 - ' + ' ' | 2 t ' 2 i ( / / f [ , t 4 ' " 4 r ' i - t ! i / / 4 i ' " ' ' ) x fifr' 

1 / + 4 ( T - T ' ) ' 

(11) 

where TV is the largest integer less than r /p . The upper limit of 
the integral is always np + e, unless n=N and T is during the 
laser-on interval. If the laser-on time is very short, e « 1, the 
solution reduces to 

0({, V, f. r)\ 
PK 

2M. 
- [ « -

ferfnfic: -«P , f 
{ / 2 "v r-npJ 

+err„(^_xj_iy} 
x e - f W^-np)/[f /+4T-4«p]. (12) 

As noted by Rykalin et al. [4], asp—0 the solution reduces 
to the CW case. 

The foregoing theory applies only to a body with a flat sur
face normal to the laser irradiation. If the irradiation is strong 
enough, the laser may be used as a cutting tool, either by 
melting the solid with continuous melt removal, or by 
evaporation. In either case the solid surface will have a com
plex shape in the vicinity of the laser, making accurate predic
tion of temperature field and conduction (and convection) 
losses extremely difficult and cumbersome. It is, therefore, 
desirable to find a simple approximate solution to equations 
(1) and (2) which is easily applied to the more complicated 
case. We start by investigating the relative importance of the 
different terms in equation (1). The unsteady term describes 
time-temperature variation due to the laser pulsing, and 
would not be present for a CW laser. Thus, the absorbed laser 
energy is partially carried away by the moving solid, and par
tially conducted away into all directions. If laser heat genera
tion drops off more rapidly into the solid than radially along 
the surface (K>s> 1) and if the velocity of the solid is much 
larger than the speed of diffusion (t/5S> 1), then the 
temperature gradient (and conduction) will be much greater in 
the direction normal to the surface than along it (as long as the 
temperature gradient is approximately constant). Under these 
conditions, which are quite reasonable for laser machining, 
sideways conduction may then be neglected. For the present 
case this leaves conduction in the z or f direction (the exten
sion to the irregular surface case is straightforward and has 
been done by Modest and Abakians [12] for the case of a CW 
laser with surface energy deposition). Equations (1) and (2) 
become, for a stationary solid with moving laser source, 

U — ^-Xr + GU'.v.rt—e-Kt, (13) 
dT 

T - • - < » , f - + a>: 6 = 0, f = 0 : 
96> 

2 

= 0, (14) 

G(S*, n, T ) = g ( r ) e - « • + ' ) - - • - , (15) 

where £* is the J location on the stationary solid, £* = £ —T. 
Although an exact solution of equations (13)—(15) is possible, 

N o m e n c l a t u r e 

c 
erfn(x) 

g(t) = 
k = 
K = 

Nk = 

P = 

heat capacity 
normalized complemen
tary error function 
absorbed laser flux 
pulsing function 
thermal conductivity 
laser penetration depth = 

m 
conduction-to-irradiation 
parameter 
nondimensional period = 
uP/R 

P = laser pulse period 
R = effective laser beam 

radius 
t = time 

T = temperature 
Tret — reference temperature 
Ta = ambient temperature 

u = laser scanning speed 
U = laser-to-diffusion-speed 

parameter = uR/a 
x, y, z = Cartesian coordinates 

a = thermal diffusivity 

/3 = extinction coefficient 
5 = thermal penetration depth 
e = nondimensional laser 

pulse length 
6 = nondimensional 

temperature 
9W = nondimensional wall 

temperature 
p = density 
T = nondimensional time = 

ut/R 
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Fig. 1 Effect of laser-to-diffusion-speed parameter U on surface 
temperature 

we prefer to keep the solution as simple as possible, using an 
integral method with a second-order-polynomial profile. In 
order to apply Duhamel's superposition integral, equations 
(13)—(15) are first solved for the dependent variable 4> for the 
case of a uniform step source G=\ for T > 0 ; 4> is found by 
making equation (13) homogeneous and by approximating the 
exponential term by a second-order polynomial. After some 
manipulation this results in 

Nk4>(r, f) 

(-i): 

= 1 
2 V 5 ) 

V6 / 
V6 / 0<f 

V6 
K 

* (T)=J6(-F+JP)-

V6 

K 

<r<5, (i6) 

(17) 

The approximation for e~Ki is chosen as to correctly predict 
the total energy release and to be compatible with the integral 
method, giving the correct initial value for </>(0, f) = °. Apply
ing Duhamel's integral finally gives the solution to equations 
(13)-(15) as 

•Jg p min(7-,T + U/K1 -U{2 IS) 

X e - ( f * + T ' ) 2 - , 2 

ANk4U J -» 

£/f2 
C/T' 

T - T ' + 
X5" 

-- (18) 

Transforming back to the coordinate system fixed to the 
laser beam center, this may be rewritten as 

0(S, ij, f, r) = 
1 ' ' " T n i n ( n p + e ,T ,T+t / /A ' 2 - i7f 2 /6 ) 

IN.yfU J« 

g(r' -np)e~''i-T+T')2-r<2 
Uf 

<^'+w) 
dr' 

T — T' + 
t/ 

X2" 

-5. -3 . - 1 . 1. 3. 5. 

Fig. 2 Effect of laser penetration depth K on surface temperature 

40 

2 .0 

Fig. 3 Effect of laser penetration depth K on internal temperature 

where TV,- is governed by the upper limit of the integral; unlike 
in the case of the "exact" solution, the effect of the (latest) 
pulse is not immediately felt deep inside the medium (f >0). If 
the pulse length e is short the equivalent to equation (12) is 

«(*, n, f. r)=-
6/7 -(l-T + npr 

ANK-JU "K 

L 6(T + 

Uf 
6(T+U/K2-np) w r+U/J^-np (20) 

(19) 

Illustrative Examples 

In the following, a number of sample results are presented 
for the heating of a moving slab by laser irradiation, which is 
pulsed and/or penetrates into the medium. Figures 1-3 deal 
with the CW case and Figs. 4-6 with pulsed laser irradiation. 
In all cases the value of the parameter Nk (ratio of energy con
ducted through to irradiation) is taken to be 0.01. Nk merely 
acts as a multiplicative factor increasing (for small A^) or 
decreasing (large A y the surface temperature. For simplicity 
of presentation all results are shown for the line of symmetry, 
y = 0, where temperatures are highest, and where the approx
imate integral method is most inaccurate. 

Changes in the surface temperature for different values of 
the laser-to-diffusion speed parameter [/are shown in Fig. 1. 
In this case the medium is assumed to be highly absorbing 
(K = 1000), i.e., all laser energy is deposited on the surface. As 
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Fig. 5 Effect of laser-to-diffusion-speed U on surface temperature for a 
pulsating laser beam 

Uis increased, a lesser amount of incident energy per unit area 
is delivered to the medium resulting in a lower surface 
temperature. For large U, since relatively little energy is con
ducted away laterally, the integral method agrees well with the 
exact solution. However, the integral method becomes less ac
curate when the temperature growth is significantly lowered 
due to sideways conduction, as is seen for U=l: Neglecting 
lateral conduction overpredicts the maximum surface 
temperature; moreover, neglecting conduction in the £ direc
tion results in a more abrupt temperature rise in this direction 
(the temperature profile for the integral method crosses the ex
act one). Nevertheless, it is seen that the integral method is 
good for U> 10 and £ < 0 (warmup region). 

Figure 2 shows the variation of the surface temperature with 
the laser penetration depth K. Here U= 10 has been chosen as 
representative, i.e., the smallest value for which the integral 
method is expected to be accurate. As long as the surface 
temperature is increasing rapidly, the conduction of heat in 
the lateral direction appears negligible, giving the integral 
method a high degree of accuracy even for relatively small K. 
As expected, the highest discrepancy between the integral and 
the exact method occurs where the temperature reaches a max
imum (maximum lateral conduction). Beyond this point the 
agreement is good once again; however, due to the ac
cumulated error the integral method merely follows the exact 
temperature decay staying almost parallel to it. For small K, 
the heat source decays slowly in the z direction, making the in
tegral method less accurate. 
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Fig. 6 Effect of laser pulse period p on surface temperature 

The effect of the laser penetration depth K on the 
temperature variation inside the medium is depicted in Fig. 3 
for the location £ = 0 and for U= 10. For large values of Kthe 
surface temperature is higher while decaying rapidly into the 
medium. On the other hand a small K results in a lower sur
face temperature with a gradual decay in the z direction. The 
agreement between the exact solution and the integral method 
is good as long as K is not very small (a small K results in a 
slow decay of temperature in the z direction and thus increases 
the relative amount of sideways conduction). The accuracy of 
the integral method is even better for £ < 0 and/or U> 10. 

Figure 4 depicts the influence of a pulsating Gaussian source 
on the time variation of the surface temperature. To reduce 
the number of variables it is assumed that the laser on-time e is 
approaching zero, and the penetration depth K is infinity (sur
face deposition). Again, U= 10 has been chosen as a represen
tative laser-to-diffusion-speed ratio, and £ = 0 as a represen
tative location. Without loss of generality, it is sufficient to 
consider T to vary between 0 and/?, since the laser source func
tion and, therefore, the temperature field are both periodic in 
time with period p. Moreover, since it is assumed that e = 0, 
the temperature at the surface must rise to infinity at r = 0 to 
accommodate the finite amount of energy delivered. To 
facilitate plotting, the time T is nondimensionalized with the 
period p. Thus in actuality the p = 0.001 case will have 100 
times more rapid pulses in the same time as p = 0.1. The 
curves, as expected, cross each other signifying that the total 
energy delivered is the same for different p. It is seen that for 
p«. 1 the time variation flattens out more rapidly, thus ap
proaching the CW case as indicated by Rykalin et al. [4]. 

The effect of the laser-to-diffusion-speed ratio i /on surface 
temperature, for pulsed irradiation with surface deposition 
(K— oo), is shown in Fig. 5. In most applications one would ex
pect p< 1, i.e., the medium travels less than the effective laser-
beam radius between pulses. This results in relatively smooth 
surface temperature versus location behavior at any given time 
without local minima and maxima (not shown here), although 
the surface temperature undergoes significant temporal varia
tions as demonstrated in Fig. 4. For very large p the body 
travels a good distance before the next pulse (with Gaussian 
decay along the surface), making local temperature minima 
and maxima a possibility. A large p also implies additional 
time between pulses for lateral conduction making the integral 
method inaccurate, unless U is also very large (small thermal 
diffusivity). Thus we must have Uy>p as well as U» 1 if the 
integral method is to be accurate. In the case of p = 2 shown 
here, the exact solution is relatively smooth while the integral 
method shows much more distinct peaks and valleys because 
of the neglected lateral conduction. 
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Finally, the effect of a large laser pulse period p on the sur
face temperature is shown in Fig. 6 for U= 100 and if—oo. It 
is observed that as long as the temperature is rising or decaying 
sharply, sideways conduction will be relatively minor and the 
integral method accurate. For large p, the peaks are sharper 
and higher (the high peaks occur at times when the laser pulse 
is turned on). 

Conclusions 

The purpose of the present paper was (i) to expand the 
body of conduction solutions to include the cases of CW and 
pulsed laser irradiation, whose energy penetrates into the 
medium, and (/'/) to develop and determine the conditions of 
validity of a simple conduction model which would be ap
plicable in the more complicated cases of laser-induced 
melting and evaporation. It is observed that for a continuous 
source the integral method agrees well with the exact solution 
for negative £ (body-warmup region) as long as U> 10. An ad
ditional condition arises for a pulsating source for which one 
must also have U^>p in order to neglect lateral conduction. 
For average values of K(\0<K< 1000) the accuracy of the in
tegral method is undiminished as compared to the surface 
deposition case (fif—• o°). 

For laser cutting applications one may expect rapid pulses, 
jt?<0.1. In addition, conduction in these applications is impor
tant only in the warmup region (£<0), and in the 
melting/evaporating region (6„ = const). Thus we feel that the 
integral method with one-dimensional conduction (normal to 
the surface) will be a viable model for laser cutting applica
tions as long as U> 10. 
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Evaporatiwe Cutting of a Semi-
infinite Body With a lov ing CW 

The formation of a deep groove by evaporation on a moving semi-infinite solid is 
considered. Evaporative removal of material is achieved by focusing a high-power, 
highly concentrated Gaussian laser beam of constant wattage (CW laser) onto the 
surface of the solid. Assuming thermal losses due to conduction and convection to 
be relatively minor, these losses are treated in an approximate fashion using a simple 
integral method. The relevant nonlinear partial differential equations are solved 
numerically, and results for groove depth and shape are presented for a variety of 
laser and solid parameters. 

Introduction 
Lasers have a variety of applications in modern day 

technology, primarily because of their ability to produce high-
power beams. With such concentrated energy it is possible to 
heat, melt, or even vaporize any known material. Presently, 
laser applications include welding, drilling, cutting, machining 
of brittle or refractory materials, heat treatment of metals, 
fabrication of electronic components, medical surgery, and 
production of charged particles. 

Most of the theoretical work on laser-treatment heat 
transfer to date has centered on the solution of the classical 
heat conduction equation for a stationary or moving semi-
infinite solid. Cases with and without phase change and a 
variety of irradiation or source conditions have been studied. 
The simplest case without phase change arises when a semi-
infinite half space is heated uniformly over its entire boundary 
surface. This type of problem was first treated by Carslaw and 
Jaeger [1], while the case of a pulsed source was addressed by 
Carslaw and Jaeger [1], White [2, 3], and Rykalin et al. [4]. 
The more realistic case of a disk-shaped source (constant in 
time or pulsed) was first addressed by Paek and Gagliano [5], 
and a Gaussian distribution has been addressed by Ready [6]. 

A number of authors have considered laser heating of 
metals with temperature-dependent material properties (ab
sorptivity, thermal conductivity, and volume heat capacity) 
[7-10]. Some researchers, in particular Brugger [11] and 
Maydan [12, 13], have solved the moving semi-infinite slab 
problem assuming that the intensity of the incident beam 
decays exponentially with distance into the material (internal 
absorption). 

The problem is considerably more complicated when phase 
transition takes place. Cases studied include stationary or 
moving sources with a variety of source conditions. Soodak 
[14] was the first to address the problem of melting with com
plete removal of melt. He considered constant heating of the 
surface and numerically evaluated the steady-state melting 
rate. Landau [15] considered melting with complete removal 
of melt of a one-dimensional slab with one end subjected to 
time-varying heating and the other end insulated. Rogerson 
and Chayt [16] calculated the total melting time of a one-
dimensional ablating slab subjected to constant heating (time 
and space) with complete removal of melt. Dabby and Paek 
[17], by considering laser penetration into the solid, solved for 
the temperature profile inside a stationary semi-infinite solid 
that is vaporizing on its free surface. Later von Allmen [18], 
by assuming reflection losses and vapor absorption to be 
negligible, considered drilling processes with material expul-

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division May 7, 
1985. Paper No. 85-HT-25. 

sion due to pressure gradients caused by evaporation; his 
theoretical results showed considerable agreement with ex
periments. A further complication of the problem arises if the 
irradiation source is moved across the surface (cutting rather 
than drilling). Gonsalves and Duley [19], by considering a 
uniform disk source and assuming no interaction between 
solid, melt, and vapor, found the melting isotherm for a given 
fraction of absorbed laser energy. 

In the present work partial surface vaporization of a semi-
infinite medium caused by a moving Gaussian laser irradiation 
(across the vaporization surface) is considered. Assuming 
relatively minor thermal losses due to convection, conduction, 
and radiation, a simple integral method is used for the evalua
tion of the temperature distribution. The relevant nonlinear 
partial differential equation is then solved numerically, and 
the results for the groove depth, width, and shape are 
presented for a variety of laser and solid parameters. 

Theoretical Background 

In order to obtain a realistic yet feasible description of the 
evaporation front on a moving solid irradiated by a concen
trated laser beam, a number of simplifying assumptions will 
be made: 

1 The solid moves at constant velocity u. 
2 The solid is isotropic with constant properties, such as 

thermal conductivity k, specific heat c, and density p. Since, in 
cutting applications, conduction losses should be relatively 
small, temperature dependence of properties is expected to 
have only a minor effect on the results. 

3 The material is opaque, i.e., the laser beam does not 
penetrate appreciably into the medium, with constant absorp
tivity (independent of direction and temperature). The 
assumption of opaqueness should be a good one for many 
solids: Absorption coefficients of several thousand cm""1 and 
beam radii of approximately 100 /xm are common, resulting in 
total absorption within a zone which is a small fraction of the 
laser beam radius or the groove width. Assuming a constant 
absorptivity may not be very good. While easily relaxed this 
assumption is made here because little is known about the ab
sorptivity behavior during evaporation. 

4 Change of phase of the medium from solid to vapor oc
curs in one step at a single evaporation temperature Teo. Real 
materials may show significantly different behavior, such as 
liquefaction followed by evaporation, decomposition into 
liquid and gas, gradual evaporation over a wide range of 
temperatures, outgassing followed by microexplosive removal 
of solid particles, etc. Assuming that the most important 
parameter is the total amount of energy required to remove 
material, the present model should do quite well. More ac
curate modeling would have to address specific materials. 
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5 The evaporated material does not interfere with the laser 
beam reaching the surface. This will be a good assumption if 
the material is evaporated completely (and the vapor has no 
absorption band at the laser wavelength), or if a strong jet 
assist is employed, which would blow particles out of the laser 
path. 

6 Multiple reflections of laser radiation within the groove 
are neglected. This is a severe limitation which restricts the 
present model to materials with high absorptivities (even at 
grazing angles), e.g., if the evaporation surface is rough. This 
would most likely occur in nonhomogeneous materials with 
stepwise evaporation and/or microexplosive removal. 

7 Heat losses to the outside can be approximated using a 
single, and constant, heat transfer coefficient for both convec-
tive and (linearized) radiative losses. Obviously, a constant 
heat transfer coefficient is very unrealistic. The assumption is 
made here to show that surface losses are nearly always 
negligible (e.g., Fig. 8). 

Under the above conditions, the heat transfer problem is 
governed by (cf. Fig. 1) 

dT 
pcu = kV2T 

ox (1) 

subject to the boundary conditions 

x - ± o o , j , - ± o o , z - o o : T-T«, (2) 

The necessary boundary condition at the surface is obtained 
from an energy balance on a surface element on or away from 
the vaporization front (Fig. 1) 

aF0{fi'k)e~^+y2VRl = h(T-Tm)-k(n'VT)-phigu(hh) 

(3) 

where i and k are unit vectors in the x and z directions, respec
tively, and it is the unit surface normal pointing into the 
medium. We distinguish between three different regimes on 
the surface of the medium (cf. Fig. 2): Regime I, the flat 
region, is that part of the surface that is still too far away to 
have reached evaporation temperature (x < < 0), or too far 
away sideways to ever undergo evaporation (y > ymax, where 
ymax is the half-width of the final groove). In this regime / • n 

Fig. 2 Identification of different regions 

= 0 so that the evaporation terms drops out of equation (3), 
and n = k, such that 

dT aF0e~ <^ 2 V* 2
 = h ( r _ Ta) _ k ; x<Xm.n {y) 

oz 
(3a) 

Regime II, the evaporation zone, is that regime close to the 
laser center where evaporation takes place, i.e., where i • n < 
0. If the local depth of the groove is denoted by s(x, y), the 
local surface normal may be evaluated in terms of s, and equa
tion (3) becomes 

aF0e- < ^ V * 2 = {h{T-Tao) 

/ ds \ 2 / ds \ 2 , ds 

z = s{x, y), xmin(y)<x<xmax(y) (3b) 

For this regime equation (36) is not really a boundary condi
tion for equation (1), but rather the governing equation for the 
groove depth s(x, y). The additional boundary condition 
needed for this regime is 

T=Tev, z=s(x, y),xmin(y)<x<xmin(y) (4) 

Finally, Regime III, the established groove region, is that 
part of the surface where evaporation has taken place, but 
which has moved too far away from the laser beam, so that the 
surface temperature has dropped below Tev. Here i • n = 0 
but n • k ^ 0 and 

aF0e-^+^/R2 = (h(T-T„) -kn- VD-Jl + (y^1) ' ; 

z = sa(y),x>xmm{y) (3c) 

where sa (y) is the depth of the fully established groove which 
is no longer a function of x. 

Before attempting to solve the above set of equations, it is 

Bi 
c 

F0 
his 

h 

i,k 

k 
n 

Ne 

= Biot number 
= specific heat 
= laser flux at center of beam 
= heat of sublimation 
= convective heat transfer 

coefficient 
= unit vectors in x and z direc

tions, respectively 
= thermal conductivity 
= unit vector normal to 

groove surface 
= evaporation-to-laser power 

parameter 

Nk 

R 
s,S 

umax 

S - ( i j ) 

T 
* ev T 

u 
U 

= conduction-to-laser power 
parameter 

= effective laser beam radius 
= groove depth 
= maximum groove depth 
= established groove cross 

section 
= evaporation temperature 
= ambient temperature 
= laser scanning speed 
= laser speed-to-diffusion 

parameter 

x, y, z 
a 
8 

»/max(£) 

e 
Oo 

€, v, f 

p 

= Cartesian coordinates 
= absorptivity 
= thermal penetration depth 
= local half-width of the 

groove 
= nondimensionalized 

temperature 
= nondimensionalized surface 

temperature 
= nondimensionalized x, y, z 

coordinates 
= density 
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advantageous to introduce a number of nondimensional 
variables and parameters, viz. 

$=x/R,i,=y/R,S=z/R; (5a) 

S = s(x,y)/R, d=(T-Tm)/(Tev-Ta>); 

N. 
aF„ 

;Nk = 
k(Tev-Ta) 

RaFn ' 
Bi = 

hR 

T' C/= 
pcuR 

(5b) 

(5c) 

Physically, Ne gives the ratio of power required to 
evaporate material normal to the irradiation, and absorbed 
laser flux. A^ approximates the ratio of conduction losses, 
again for a surface normal to irradiation, and absorbed laser 
flux. Finally, the Biot number indicates the ratio of 
convective-to-conductive losses, and U relates the speed of the 
medium to that of thermal diffusion into the medium. Note 
that a small Ne may mean large losses due to conduction and 
convection, or it may mean a very deep and steep groove. On 
the other hand, a small Nk does not ensure small conduction 
losses since, for a very steep groove, the ratio of conduction 
area to area normal to the laser becomes very large. Employ
ing the definitions of equations (5), equations (l)-(4) may be 
rewritten as 

U 
dd d2d 

subject to 

d2e dd 
_ + _ _ _ ; _ o o < £ , r;< +oo, S < f < +oo 

(6) ar 

£ - - ± o o , r j - . ± o o , f—+oo; 

and 

(I)f=0:e-»2+"2>-N; 

9 - 0 

( s i * - — ) = 0 ; 

(l\)t=S(ti,r,):Ne 

ds 

dd 

- = e 

(r/), -oo<? j< +oo 

(«2+i2) 

/ 96> \ / / dS\2 ( dS\ '• 

(7) 

(8a) 

(86) 

(III)r=S„(,): e-&+*-Nk(m—^-)J1+ (-^f)2 <8c> 

> = l ; $ m i n ( l 7 ) < £ < £ m a x ( > 7 ) > - r J n . a x ^ V ^ + ' J m a x (9) 

dd 

If 
Smin (*/)<£ < + ° ° . 

Since for the vast majority of applications the depth, width, 
and general shape of the groove are desired, rather than ac
curate knowledge of the temperature field, and since A^ and, 
therefore, overall conduction losses are expected to be small, 
the emphasis of the solution will be given to the groove forma
tion, i.e., to the solution of equation (8b). In order to solve 
equation (8b), it is necessary to find the boundaries of Regime 
II, i.e., £min(?/) and £max(»)), as well as the conduction loss 
(-dd/dn){=s. The conduction loss will be estimated by mak
ing the following assumptions: 

8 Since the temperature drop inside the medium will be 
strongest normal to the surface, the diffusion term may be 
replaced by one-dimensional diffusion in the normal direc
tion, i.e., V20 — d2d/dn2 where n is distance along the vector 
n. 

9 The conduction equation may be solved by the integral 
method, for which the temperature profile normal to the sur
face may be approximated by a quadratic polynomial, i.e., 0 
— 0O [1 - n/d]2, where 0O is the nondimensional surface 
temperature, and 6 is a penetration depth. 

These simplifications have been shown to be accurate for 
many situations in a followup paper by the authors [20]. Thus 
one obtains for Regime I 

d 60o (10) 

N, ^ ( B i + 4") ,-(P+>rt (11) 

with 0O(£ — — oo) = 0. These equations are valid up to £ = 
?min(,y) where 0O = 1 or, equivalently, where dS/dti = dS/drj 
= 0 in equation (8£>). 

In order to invoke assumption (7) for Regime II, i.e., when 
ft is not parallel to k, one may introduce a coordinate transfor
mation £ = £, r) = ??, n = «(£, ri, {")• Then 

dd _ 30 dd dn 

~d£ d~f + ^n~~df 
dd dd dS 

Hn~~dT 

/ dS \ 2 / dSV 
(12) 

and, approximately, 

dd _ dd JS_ 

~dl dn~~W 

Thus, for Regime II 

/ dS\2 ( dS \ 
1 + (~W) +Ur) 

1 d26 

U dn2 

(13) 

dd 6 3dS I f / dS\2 / dS\2 

N — = e -« 2 + ' 2 > e dH M^M-ZY <^-r 3£ / ' \ dn 

(15) 

with S = 0 at £ = £min (?/), - i / r a a x < r/ < 7?max. Equation (12) 
holds also for regime III but with d0 ^ 1. Thus 

3£ •(«„«) = 
60Q 

U8 

nWM-w) -""** 

(16) 

(17) 

since (9S/3£) = 0 in this regime. The line of transition from 
Regime II to III, £ = £max (?;), is determined from equations 
(14) and (15), viz., when 5 has reached its maximum value, or 
9S/d£ = 0, since a negative dS/d^ would indicate negative 
evaporation. 

Solution Approach 

Despite the great simplifications introduced here, the 
problem requires the solution of two simultaneous nonlinear 
partial differential equations spanning three regimes, for 
which the separation lines need to be determined. While in 
general only the solution to Regime II is of interest, Regime I 
must be solved first in order to provide the boundary between 
I and II, £min(rj), and a beginning value for the conduction 
penetration depth <5(£min). 

The solution to Regime I is relatively easily found since 
equations (10) and (11) may be treated as first-order ordinary 
differential equations with r\ as parameter. Setting 

one gets 

d4> 
~df 

4> = NkBid0e" 

3Bl2-(e-«2-</.)3-2£e-«V 
2U 

0(2e- - * ) 

(18) 

(19) 

with <£(£ — — oo) = 0 . Equation (19) is readily solved by a 
standard Runge-Kutta routine, except that the boundary con
dition is not easily applied (and may lead to the wrong 
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levels 

parasitic solution <f> = e~5 ). However, by careful examina
tion of the limits one finds 

<^-*2/(i+Aj_4_C/£)i£<< 0 (20) 

Then the Runge-Kutta solution may be started with some 
large negative £, say £ = - 5. In order to determine £min (r/) it 
is advantageous to invert equation (19) and solve for £ as func
tion of 0 up to 0 = NkB\e1' , i.e., to the point where 8Q = 1. 
Conversely, the local 5?max(£) is found by integrating to the 
given £, so that )7max(£) = (ln[4>(£)/NkBi]y/2. For some point 
£ > 0 there is d<t>/d\ = 0, indicating that the maximum groove 
width has been reached. 

The determination of £(£, rj) requires the solution of equa
tion (15), a nonlinear partial differential equation. This equa
tion turns out to be very difficult to solve for all but the 
smallest values of A^ in a deep groove: \dS/d-q\ > > 0 for 
most values of -q and £ > 0, so that the nonlinear term 
dominates the equation. Since equation (15) is of first order it 
is hyperbolic in nature with a single set of characteristics. It is 
readily found that ?j = 0 is a characteristic line, and S may be 
discontinuous across that line. This is most easily seen by let
ting Ne—0 (zero laser velocity), for which equation (15) 
becomes 

("17") =e"2 '" /^(B i + -f-) ~hr2 = e + V2 (21) 

For this case, at steady-state conditions, the shaped surface 
will be steepest where laser flux is highest, in order to carry 
away the heat by convection and conduction, leading to a 
"trumpet-shaped" hole with a sharp apex at r = £ = 17 = 0. 
For Ne > 0 one may expect a groove that resembles such a 
"trumpet shape" pushed through the medium. The groove 
described by equation (15) is most accurately solved by follow
ing characteristic lines from the boundary with Regime I until 
they intersect r\ = 0. This, however, causes problems because 
of the interrelationship with equation (14): Either interpola
tion is necessary if a rectangular grid is to be used for 5, or in
tersecting characteristics have to be used for the second-order 
equation resulting from combining equations (14) and (15); 
this in turn makes one lose control over nodal placement (it 
would also make it impossible to replace the present simple 
conduction model by a more sophisticated one should this 
prove desirable). Here we employed a simple explicit-implicit 
method which is unconditionally stable: In order to predict S 
and 5 at a node (£,-, rj,), it is assumed that all S and 5 are known 
for all nodes with £ < £,• and 17 > ?;,-. Therefore, the solution 
for a given £,• is started at t] = ?7max(£,) (where S = 0 and 5 has 
the value determined from the Regime I calculations), 
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Fig. A Groove cross section at different £ locations in evaporating 
region 
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Fig. S Influence of conduction losses on groove depth and shape 

marching inward toward r\ = 0. To insure that the method 
converges to the correct solution, results were also obtained 
for constant conduction loss (5 = const) and compared with 
results found from the characteristics method. 

Discussion of Results 

Inspection of equation (3c) shows that in the absence of 
conduction losses, the evaporating region would be bounded 
by a semicircle for negative values of £, i.e., ?7(£) will increase 
gradually for increasing £ and reach its maximum value at £ = 
0. In the presence of conductive losses, r;max again increases to 
its maximum value not describing a semicircle, but rather an 
approximately elliptic shape (cf. Fig. 3); because of the 
diminishing conduction losses (increasing <5) along the 
periphery of the groove, the maximum width is attained at a £ 
larger than zero. For larger positive values of £, ijmax decreases 
sharply back to zero because the slope of the groove becomes 
so large that the conductive and convective heat losses use up 
most of the laser energy. However, evaporation still continues 
on a narrow strip along the £ direction at small values of rj, 
where the groove levels off somewhat. 

Figure 4 shows how a typical groove develops along the £ 
direction. For £ > 0.30 (that location where the groove 
achieves its maximum width), no additional evaporation 
beyond a certain 7/ will occur since that part of the groove has 
moved too far away from the laser center, i.e., the entire 
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amount of local laser irradiation is lost to conduction and con
vection. For example, as depicted in Fig. 4, at £ = 0.98 no 
more evaporation occurs beyond r; = 2.4 (indicated by a cir
cle). This point moves rapidly toward the center of the groove 
because of increasing heat losses (due to the steepness of the 
groove wall) and reaches 77 = 0.9 at £ = 1.42 (cf. Fig. 3). 

Changes in the groove shape and depth for different values 
of the conduction loss parameter Nk are shown in Fig. 5. For 
large values of Nk, the laser energy is mostly taken away by 
conductive losses (e.g., for Nk = 0.1, the groove has an 
average slope of about 10; thus nearly 100 percent of laser 
power is lost by conduction into the medium), explaining the 
shallow groove. Decreasing Nk will reduce conductive losses 
but this decrease will not be as rapid as the decrease in Nk, 
since, for a deep groove (small Ne), the ratio of the groove 
area to area normal to the laser beam becomes very small. 

Figure 6 depicts the effect of convective losses on the groove 
shape and depth, which (for small conductive losses, Nk — 
0.001) are governed by the Biot number Bi. A large Biot 
number may be the result of a poorly focused beam, imping
ing on a poorly conducting medium with a high rate of blow
ing. This would produce a very shallow groove and is of no in
terest. A small Biot number, on the other hand, could occur 
with a focused beam, very little or no blowing over a highly 
conductive medium. In practical applications one may expect 
typical values for Bi of about 10~4 or less, and a maximum of 
about 0.1. Figure 6 shows that by taking Biot numbers of less 

'max 

Fig. 8 Influence of scanning speed and convection losses on max
imum groove depth 

than 0.1, no appreciable change in the groove occurs. This in
dicates that the effect of convection on groove shape is 
generally very small if not negligible. 

The influence of the evaporation power-to-laser power 
parameter Ne on the groove shape and depth is shown in Fig. 
7. Large values of Ne (i.e., Ne — 0.1) generally mean shallow 
grooves and, therefore, relatively small heat losses (the ratio 
of groove surface to surface normal to the laser beam is 
relatively low due to the shallowness of the groove). A small 
Ne implies large laser power F0, or a small heat of evaporation 
hlg. Decreasing Ne will increase the groove depth and, because 
of the concurrent increase of groove surface area, conductive 
losses are increased even though Nk will remain unchanged. 

Finally, Fig. 8 shows the effect of U (the ratio of laser scan
ning speed to that of heat diffusion into the medium) on the 
maximum groove depth Smax. By examining equation (16), one 
notices that for large values of U, the thermal penetration 
depth 8 is small. This, in turn, increases the heat loss due to 
conduction and consequently the maximum groove depth is 
decreased. For such cases, convection losses are negligible 
even for relatively large Biot numbers, such as Bi = 0.1. 

Summary 

A fairly simple model has been developed to predict the 
shape of a groove formed by partially evaporating a semi-
infinite body using a moving, Gaussian laser beam. The results 
clearly indicate that surface heat losses are nearly always 
negligible. It is seen that, for a Gaussian beam, the bottom of 
the groove may have a sharp apex. At this point the model is 
still fairly primitive, but it will be useful for predicting the 
ranges of values for which the nondimensional parameters Ne, 
Nk, and U will produce an efficient laser cut. The model will 
also be able to quantitatively predict groove depths accurately 
for a few idealized situations. For accurate quantitative 
results, however, a number of the simplifying assumptions 
need to be relaxed in future development, in particular 
assumptions (3) (constant absorptivity), (4) (evaporation 
mechanism), and (6) (beam guiding). 
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Radiative Transfer With Dependent 
Scattering by Particles: 
Part 1—Theoretical Investigation 
Dependent radiation scattering for which the independent scattering theory fails to 
predict the scattering properties is important in analyzing radiative transfer in 
packed and fluidized beds. In this paper the dependent scattering properties have 
been derived assuming the Rayleigh-Debye scattering approximation for two cases: 
two identical spheres and a cloud of spherical particles. The two-sphere calculated 
results compare well with the exact solutions in the literature, giving confidence in 
the present analytical approach. The gas model and packed-sphere model have been 
employed to calculate dependent scattering properties for a cloud of particles of 
small and large particle volume fraction, respectively. The calculated dependent 
scattering efficiencies for a cloud of particles are smaller than the independent scat
tering efficiencies and decrease with increasing particle volume fraction. A regime 
map for independent and dependent scattering has been constructed and compared 
with existing empirical criteria. 

Introduction 
Chemical reactors, coal combustors, cryogenic insulation, 

and many other industrial systems often involve highly con
centrated small particles in the form of packed and fluidized 
beds. In these small particle systems, scattering of radiant 
energy may play an important role, and the scattering proper
ties are needed to formulate the radiative transfer. 

It is well known that scattering by small spheres is well 
predicted by the Mie solution [1,2] when a sphere is isolated 
or the distance between spheres in a cloud of particles is much 
greater than the particle diameter and the wavelength of the 
incident radiation. This means the interference between the 
scattering waves can be neglected. This condition can be 
described by the scattering of one isolated particle and is called 
independent single scattering. The intensity scattered by N 
identical particles is simply N times that from one isolated par
ticle. When the distance between the particles in a cloud of 
particles is small compared with the particle dimension and 
wavelength, multiple scattering and the interference between 
the scattered waves cannot be neglected and the scattering is 
called dependent scattering. 

Several experimental investigations [3-8] have been 
reported concerning the conditions that demarcate the depen
dent scattering regime from the independent scattering regime. 
In these papers, the particle volume fraction /„, the ratio of 
center-to-center particle spacing to diameter 8/d, and the in-
terparticle clearance measured in wavelength c/X were sug
gested to be important parameters to characterize the limit of 
independent scattering. These criteria were obtained em
pirically, with limited experimental conditions for particle size 
parameter x = ird/\ and particle volume fraction /„. No 
theoretical work has been reported to determine the conditions 
under which dependent scattering would occur. 

For the case of dependent scattering for two spheres, exact 
solutions of the Maxwell equations are available in the 
literature [9-12]. Jones [13] solved the case of dependent scat
tering by assemblies of particles and Purcell and Pennypacker 
[14] gave the results for agglomerates of about 100 particles. 
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These studies, however, were accomplished by complicated 
time-consuming computations; they are neither adequate for 
obtaining the dependent scattering properties as functions of 
various parameters, nor for deriving generalized conditions 
for the demarcation of dependent scattering from independent 
scattering. 

Phenomenologically, dependent scattering can be regarded 
as consisting of two effects: multiple scattering in which the 
scattered radiation by one particle is incident on another parti
cle to be scattered again, and far-field interference between the 
waves scattered by the different particles with phase dif
ference. In this work, only the latter effect of interference be
tween the scattered waves is considered. By extending the con
cept of Rayleigh-Debye scattering, the dependent scattering 
properties will be obtained and the conditions for the delinea
tion between dependent and independent scattering will be 
derived analytically by comparing the dependent scattering 
properties with the independent scattering properties. 

Basic Formulation 
Consider the far-field behavior of the waves scattered by 

small particles which are identical, uniform spheres 
homogeneously and isotropically distributed as shown in Fig. 
1. The spheres are assumed to be nonabsorbing, and the 
following condition for Rayleigh-Debye scattering [1, 2] is 
satisfied: 

2 X ( M - 1 ) < < 1 (1) 

Fig. 1 A cloud of particles and definitions of vectors and angles 
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where n is the ratio of the refractive index of the particle to 
that of the matrix (both in vacuum). This condition, which is 
valid for a wide range of practical small-particle systems, 
allows one to neglect the effect of scattering by other particles 
on the incident wave as well as the scattered wave by each par
ticle. Then all the particles have the same collimated incident 
radiation with the same intensity, and only the phase dif
ference in the far field of the waves scattered by the different 
particles should be considered. Conventionally, the scatterers 
in Rayleigh-Debye scattering are the Rayleigh scatterers due 
to the additional condition of x< < 1 [1, 2]. In this study the 
scattering properties of a single spherical particle are 
calculated by use of the Mie solution. In this sense, the ap
proximation is called the extended Rayleigh-Debye scattering. 

When N identical spheres with diameter d are distributed 
discretely with a particle volume fraction /„ , the phase dif
ference A„,„ between the wave scattered by the mth and «th 
scatterers, the centers of which are located at the positions Om 

and On, respectively, as shown in Fig. 1, is expressed by [1, 2] 

A,„„=27rr,„„s (2) 

where rm„ is the vector connecting the two points Om and On , 
and s is the difference between the unit incident wave vector S0 

and the unit scattered wave vector S in the direction 8, divided 
by the wavelength X. Thus, s = (S-S0) /A and s= Is I = sin 
(0/2)/A. Considering the phase difference of equation (2) and 
unpolarized incident radiation, the total intensity of the scat
tered radiation by N dependent identical spheres 7j,w) is 
described by 

IkN)(e)=NF(e)IM(6) (3) 

where lM is the intensity of Mie scattering for a single sphere 
and F(8) is the form factor commonly used in x-ray optics [1, 
15] and is given by 

FW=4j t £>-'*'"" (4) 
l y

 m = l n = l 

The double sum comes from the product of the amplitude and 
its complex conjugate to obtain the intensity after summing up 
all the amplitudes of the waves scattered by N particles. For 
independent scattering, the amplitudes of the scattered waves 
cannot be added, but the scattered intensities can, to give 

IjNHd)=NIM(d) (5) 

which means that the form factor F(6) is unity. 
The scattered intensity from a single sphere, given by the 

Mie solution IM(d), is expressed as follows by using Mie scat
tering efficiency QM and Mie scattering phase function 4>M{6) 

4>M{6) ira2I0 
IM(8)^QM- (6) 

4TT R2 

where a is the radius of the sphere, I0 the intensity of the inci
dent beam, and R the distance from the center of the scatter
ing sphere to the observer. The scattering efficiency is defined 
by 

R2IM(6)dQ 

& (7) 

where dQ is the differential solid angle equal to 2ir sin Odd. 
From equation (7), the dependent scattering efficiency Q^ 
for N dependently scattering identical spheres can be defined 
as 

R2I^ (6)dQ 

QhN) = ° , . (8) 

where all TV spheres have the same incident intensity I0 accord
ing to the Rayleigh-Debye scattering approximation. Equa
tions (3) and (6) reduce equation (8) to 

QbN) = QM\1* F(6)^~-cm (9) 
Air 

Similar to equation (6), there follows the dependent scattering 
phase function <t>$) (0) for TV particles 

wm=QW) 4>bN)(8) Nwa2I0 

Aw R2 

Combination of equations (3), (6), (9), and (10) gives 

^N)(e)=-^rF(d)4>M(d) 
QK 

(10) 

(ID 

An analytical expression for the dependent scattering efficien
cies for smaller x, similar to the present study, was also given 
by Twersky [16]. Equations (9) and (11) describe the depen
dent scattering properties for N spheres assuming the extended 
Rayleigh-Debye scattering. Polarization effects neglected in 
the above analysis would be incorporated by considering the 
parallel and perpendicular components of scattered radiation 
separately. 

N o m e n c l a t u r e 

R = 

a 
CD 

c 
d 
F 

fv 
I 

h 
L 

N 
n 

Om = 

Q = 

radius of sphere 
floating constant less than 
unity 
interparticle clearance 
particle diameter 
form factor 
particle volume fraction 
intensity of the scattered 
beam 
intensity of the incident beam 
thickness of the scattering 
medium 
number of particles 
ratio of particle refractive in
dex to that of the matrix 
(both in vacuum) 
position of center of mth 
particle 
scattering efficiency 

rQ = 

s = 
s = 
S = 
X = 
Y = 
y = 

A = 

distance between scatterer 5 
and observer 
coordinate for particle 0 
number density distribution X 
vector connecting two posi
tion Om and On p 
ratio of dependent to in
dependent scattering r 
efficiences <j> 
unit vector in the direction of Q 
observation 
vector defined as (S-S 0) /X 
absolute value of vector s 0 
particle size parameter = wd/\ a 
Ay B 
particle spacing parameter D, I 
= TT5/X 
angle between the vectors s M 
and tm„ (N) 
phase difference R 

center-to-center particle 
spacing 
direction of observation 
wavelength measured in 
matrix 
number density distribution 
function 
optical thickness 
scattering phase function 
solid angle 

Subscripts and Superscripts 
incident beam 
average 
backscattering 
dependent, independent 
scattering 
Mie solution 
for N particles 
Rayleigh scattering 
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Fig. 2 Endfire backscattering efficiency for two spheres 

Compared with equation (6), equation (10) can be regarded 
as describing the total intensity of the scattered waves by N in
dependent spheres with the scattering efficiency of QJP and 
the phase function of (j)^ (0). With this understanding, the 
dependent optical thickness of the scattering medium with 
thickness L containing N identical dependent scattering 
spheres with diameter d and volume fraction /„ can be ex
pressed by [17] 

r\P = \.5fvQ\PL/d (12) 

The equation of transfer for a nonabsorbing scattering 
medium 

dl 1 r*> 
- j - = - J + - H WmdQ (13) 
dr 4ir Jo 

is applicable if the dependent optical thickness TD and the 
phase function 4>D{6) are employed. When solving the equa
tion of radiative transfer in a dependently scattering medium, 
the near-field phase function may be preferable to the far-field 
phase function. However, obtaining the near-field phase func
tion is far more difficult, and for engineering applications the 
far-field phase function gives satisfactory results for a 
dependently scattering medium. The problem of the equation 
of transfer for a scattering medium containing dependent scat
tered will be studied in the following paper [24]. The follow
ing presents applications of the theoretical formulation to two 
specific problems: two spheres and a cloud of spherical 
particles. 

Dependent Scattering by Two Identical Spheres 

By setting N=2, the form factor F(0) reduces to 

'4TTS . 0 \ 
F(0) = l+cos (- —cos a sin — 

X 2 
(14) 

where 8 = rn is the center-to-center particle spacing, and a is 
the angle between the two vectors s and r I2. Substituting equa
tion (14) into equations (9) and (11) gives Qg> and $$(0), 
respectively. The problem of dependent scattering by two 
spheres was solved exactly for some cases [10-12]. Therefore, 
the results of this study assuming the extended 
Rayleigh-Debye scattering can be compared with these exact 
solutions to assess the validity of the present theoretical 
model. 

Backscattering Efficiency. Backscattering efficiency for TV 
spheres QB

N) can be defined by 

,M 1 4 x R 2 / ( A , ) ( 0 = 7r) 

Q ^ ' - w / o (15) 

! , 1 j _ 1 

Present Ext. R.-D. Scat.(n=1.05-1.50) 
\a Conventional R.-D Scat. 

by Olaofe [11) 

Fig. 3 Scattering efficiency for two spheres averaged over all incident 
angles 

Following Liang and Lo [10], two cases of broadside incidence 
(a = 0/2 + 7r = 37r/2) and endfire incidence (a = 0/2 + ir/2 = -rr) 
for perfect conductors are considered, and the dependent 
backscattering efficiencies Q$D are related to the backscat
tering efficiency for single sphere QB M by 

Q%D(« = JV)=2QB,M (16) 

Q% (a = TT) = [1 + cos (4y)]QBM (17) 

where y = 7r5/X. For the perfect conductor with x=2.0, QBM 

is found to be 1.008 [19]. The result of equation (17) is com
pared with that of Liang and Lo in Fig. 2, which shows that 
equation (17) for endfire incidence agrees perfectly with their 
first-order approximation neglecting multiple scattering be
tween two spheres. Equation (16) for broadside incidence is 
also identical with their first-order approximation for broad
side incidence, although the curves are not shown here [20]. 
Equations (16) and (17) do not necessarily reflect their exact 
results, but the difference for endfire incidence is much 
smaller than that for broadside incidence. 

Scattering Efficiency for Random Orientation of Two 
Spheres. Olaofe [11] gave the exact total scattering efficien
cies averaged over incident angle a. When the direction of the 
line connecting two spheres is randomly oriented to the inci
dent beam, the averaged scattering efficiency <Q%)> 
averaged over a is formulated as 

>©> 1 f / 0 \ 0 
- ) o <M0) sin (4y sin —) cos -dd (18) 

<< -=1 + 
1 

4^ QM 

If the Rayleigh scattering phase function <f>R(8) = 
(3/4)(l + cos20) is used as is usually done for Rayleigh-Debye 
scattering, equation (18) is easily integrated to yield 

<QB?*> 
Q* 

= i + 
3 

F 
12 

['• 
4 48 

0--£-)*'-0- 20 
-yT 

48 
-yT cos Y (19) 

where Y= 4y. Figure 3 shows the curves calculated from equa
tion (18) for the extended Rayleigh-Debye scattering for 
x = 0.5, 1.0, and 2.0, the curve from equation (19) for the 
Rayleigh scattering limit, and the exact results of Olaofe [11]. 
The extended Rayleigh-Debye approximation gives better 
agreement with Olaofe's results than the conventional 
Rayleigh-Debye approximation. 

Dependent Scattering by a Cloud of Particles 

Dependent Scattering Properties. For a homogeneous and 
isotropic distribution of particles in a cloud of particles, the 
form factor is averaged over the angle a to give [15] 
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Fig. 4 Number density distribution for a cloud of particles 

F(d): 
i v m = l n = l 

sin (2xs/-m„) 

2irsr,„„ 
(20) 

Under the assumption of a continuous and infinite distribu
tion of the scatterers with the number density distribution of 
p(r), the double sum in equation (20) can be replaced by an in
tegral with respect to r, and is reduced to [15, 20] 

sin (2-Ksr) 
(21) 

f °° sin (2xsr) 
F(6) = 1 + 4rr2[p(r) - />, — ^ -dr 

Jo 2-wsr 2-wsr 
where pa is the average number density. 

Now, consider two models for p(r) as shown in Fig. 4: the 
gas model following Debye [22], and the packed-sphere model 
following Gingrich, and Gingrich and Warren [21, 23]; more 
general expressions for p(r) can be found in [26, 27]. In both 
models the other particles are prohibited to exist in the area 
r<d (p(r) = 0), and the density is uniform with the average 
value for r>d (p(r) =pa). The density at r = d is given by 

0, lim p(r = d+d) = pa (22a) lim p(r = d+&) = 
C7-0 

lim p(r = d—a) 

for the gas model, and 

I™ 117 ^^)dr = (i _ ^ ) | « P P . (22*) 
for the packed-sphere model. In the packed-sphere model 
some amount of mass is concentrated on the spherical shell 
with diameter d, which is the mass removed from the sphere 
within r<d less one sphere at the center for face centered 
cubic arrangement. Using these two models, the form factors 
are calculated as 

F(6) = l-8fvG(4x sin-^j 

for the gas model, and 

sin [Ax sin —) 
6\ - ... V 2 / 

G{Ax sin — j F(6) = l-8fv -0.831-

4x sin • 

(23a) 

(236) 

for the packed-sphere model, where 

3(sin u~u cos u) „ 4 / d \ 3 

G(U): 
• ^ T ^ T ) p° 

The gas model is applicable to the case of small/„, and the 
packed-sphere model to that of large / „ . 

For a few cases of large /„ and small 6, equation (23) gives 
negative values for F{d), and this is corrected by setting 
F(6)=0. Figure 5 shows the dependent scattering efficiency 
QD (omitting superscript (N) for a cloud of particles) for both 
models with « = 1.21 and*=0.66, 2.3, 5.9, and 9.9. Only the 
case with x= 0.66 satisfies the condition of equation (1) for the 
Rayleigh-Debye approximation. The use of the above equa-

• 10 
O 

10 >-2 

10 

x=9.9 

x=5.9 

x=2.3 

— Gas Model 

— Packed Sphere Model 
n=1.21 

x=0.66 

.-3 
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Fig. 5 Dependent scattering efficiency for a cloud of particles 
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Fig. 6 Dependent scattering phase functions for a cloud of particles 
compared with independent scattering phase function 

tions beyond the limit of the condition for that approximation 
will, of course, introduce errors in the results, but the 
calculated results are believed to give some insight to depen
dent scattering for the case of larger x. A t / „ = 10~3, QD is 
identical with QM showing no dependent effect while QD 

decreases with increasing/,,. For /„<0 .2 , the gas model gives 
smaller QD than the packed-sphere model does, and for 
/ „>0 .5 with x=2.3, 5.9, and 9.9 the packed-sphere model 
gives smaller QD. In any case, QD becomes smaller and 
smaller with increasing / „ , thus indicating stronger dependent 
effect. This trend agrees with the existing experimental obser
vations [7, 8, 24]. 

Figure 6 compares the dependent and independent phase 
function for *=0.66. In this case, the dependent phase func
tion by the gas model shows stronger backward scattering than 
the independent Mie phase function, while the dependent 
phase function by the packed-sphere model shows slightly 
stronger forward scattering for the same particle volume frac
tion of /„ = 0.1. The trend of the change given by the packed-
sphere model is opposite to that by the gas model. It is dif
ficult to tell which trend is correct without any experimental 
data for the phase function, although it should be noted that 
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the packed-sphere model does not necessarily reflect the real 
dependent effect for /„ = 0.1. 

By using Rayleigh scattering phase function for x< < 1, the 
dependent scattering efficiency is given by the following equa
tion as a function of x by making use of the approximation of 
G(u) « 1 - (w2/10) and sin u/u~ 1 - (u2/6) 

-=££- = 1 - 8/„(l - 0.8x2) (gas model) (24a) 

10' 

QD.R = 1 - 8/„(0.169 - 0.308*2) (packed-sphere model)(24Z>) 

The proposed model is useful for x<\ and/„<0.1. A more 
general but also more complicated model for the number den
sity function would extend the limit to larger /„. One example 
is the solution to the Percus-Yevick integral equation satisfied 
by the pair distribution function [26, 27]. The limitation on x 
would not be improved by using a more general model as long 
as the Rayleigh-Debye approximation is employed. 

Domain of Dependent Scattering. Brewster and Tien [8] 
reported that the dependent scattering domain is characterized 
by the condition c/X < 0.3, while Hottel et al. [7] reported 
cA<0.5 for/„ <0.3. These criteria were obtained experimen
tally from their limited experimental data. Therefore, the 
criteria have not been verified in the areas of very small and 
very large x because of lack of experimental data in those 
areas. This study considers the demarcation of dependent scat
tering from independent scattering by making use of the 
dependent scattering efficiency for a cloud of particles QD. 
The basic idea for the criterion adopted here is that dependent 
scattering begins to be noticeable when QD becomes smaller 
than QM by some percentage. Therefore, for the case of small 
x which gives QM smaller than one, dependent scattering 
would occur when the ratio rQ = QD/QM is smaller than some 
constant less than but close to one. 

In multiple scatter and dependent scatter environments 
when x is large enough for QM to exceed unity, due to either 
Fraunhofer or anomalous diffraction [1, 2], it is not only con
venient but also desirable to eliminate the diffraction compo
nent when one tries to solve the equation of transfer to 
calculate the scattered intensity from a bolus of scatterers. The 
extremely large values of the exact phase function in the for
ward direction will cause erroneous results in the numerical 
solution of the equation of transfer if not removed. This is 
justifiable since the diffraction contribution to scattering is 
concentrated in the forward direction and can be treated as 
transmitted or unscattered radiation. Removal of diffraction 
from the scattering pattern is not at all straightforward in the 
case of anomalous diffraction but in the limit of very large 
phase shift, 2x(n- 1), diffraction accounts for exactly half the 
total extinction of two, and thus QM= 1- For the purposes of 
this work the assumption QM = 1 was made for any QM 
calculated to be greater than one. 

The following summarizes the criterion by use of floating 
constant CD (CD<\) 

(25«) rQ = QD/QM<CD for QM<\ 

and 
QD<CD for QM>1 (25b) 

Dependent scattering affects not only scattering efficiencies 
but also phase functions as shown in Fig. 6. However, the 
change of phase function appears to give little change in 
bidirectional transmittance and reflectance from a scattering 
medium [7, 24]. From an engineering point of view the change 
of phase function is ignored in the criterion for dependent 
scattering, although it is important in optics; a study is in 
progress. 

Figure 7 shows the curves which demarcate the dependent 
scattering regime from the independent scattering regime for 

10 

X 

10 

> ' ' i — ' — r ~ ^ n — r — 
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Gas Model (n=1.19) 
Packed Sphere Model(n=1.19) 

• Proposed Curve 
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SCATTERING 

10"J 10_/ 

fv 
10' 074 

Fig. 7 Dependent and independent scattering regimes: x versus fv 

two values of CD = 0.95 and 0.9, since it is not known what 
value of CD clearly divides the two regimes and indeed the 
transition from one regime to the other should be somewhat 
gradual. 

The discontinuities in the curves given by the gas model and 
the packed sphere model come from the change of criterion at 
QM= 1.0. The gas model applies at small/„ and the packed-
sphere model at somewhat larger /„. The packed-sphere model 
is not expected to describe the correct behavior of dependent 
scattering for x larger than unity, because the Rayleigh-Debye 
approximation holds only for small x. Figure 7 also includes 
curves of cA = 0.5 (fv<0.3) and c/X = 0.3, the criteria 
previously suggested [7, 8]. The present curves are somewhat 
different from those in [7, 8]. The curves can be discussed in 
three different regions: small, intermediate, and large x. 

1 Small x (x< 0.5). The vertical lines given by the pres
ent analysis are considered to be valid since the 
Rayleigh-Debye approximation is applicable for small x. The 
previously suggested criteria c/X = 0.5 or 0.3 are merely the ex
tension of the experimental results at intermediate x to small x 
where no experimental evidence is available. 

2 Intermediate x (0.5<x<10). The present results are 
incorrect in this region, since the Rayleigh-Debye approxima
tion is not applicable throughout. There are sufficient ex
perimental data in this region [7, 8, 24]. c/X = 0.5 corresponds 
to CD = 0.95 and c/X = 0.3 to CD = 0.90, according to the cor
relation for QD/QM given by Hottel et al. [7]. 

3 Large x (x> 10). The Rayleigh-Debye approximation 
is not applicable in this region, but there is presently no 
established analysis and only limited experimental data are 
available. Among the publications, the experimental data of 
bidirectional transmittance and reflectance from slabs of scat
tering media with x= 14 to 79 and/„ = 0.7 [8, 24] agreed well 
with the numerical results of independent scattering, showing 
no observable dependent effects. On the other hand, Ishimaru 
and Kuga [25] experimentally determined that QD/QM for 
x= 14 to 83 increases slightly with increasing/,,, indicating QD 
is larger than two. In the case of multiple scattering by a slab, 
typical of many engineering applications, QD is set to unity in 
the course of solving the equation of transfer to calculate 
bidirectional properties as stated before. A slight increase in 
QD/QM with increasing /„ does not appear to affect the ex
perimental and analytical results of bidirectional transmit-
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tance and reflectance obtained in [8, 24], and therefore the 
results of these studies do not contradict those of [25]. The 
curves obtained by the present Rayleigh-Debye approxima
tion are close to the demarcation curve given by the ex
perimental results of [8, 24]. Horizontal broken lines are 
drawn in Fig. 7 near x = 10 indicating the tenuous nature of 
this result. Clearly this result is controversial and requires fur
ther experimental evidence and refined analysis. 

The above discussion leads to the following proposed 
demarcation curves using the floating constant CD. 

¥orx<xa: /„>(1-Q,)/8 

Forxa<x<\0CD: 

/„>0.741/[1 + (0.502-0.3561n(-In CD))/x]3 (26) 

For x > 1QCD: no observable dependent effect 

where xa = [0.502-0.3561n(-In CD)]/[l.81/(1 -CD)V' - 1]. 
The whole curve consists of a vertical line, a curve with con
stant c/\ and a horizontal line in the plot of x versus f„. The 
demarcation curves for CD = 0.95 and 0.90 are shown in Fig. 7 
by solid lines. For xa<x<l0CD, Hottel's empirical correla
tion [7] has been used 

log10log1o(QM/Qi5) = 0.25-3.83(c/X) (27) 

For x>l0CD, no dependent scattering would be observed, 
although the value of WCD is somewhat arbitrary because the 
Rayleigh-Debye approximation is not valid for large x. More 
rigorous analysis, which would be most formidable indeed, 
may be able to determine the exact shape of the demarcation 
curve. 

Conclusions 

The dependent scattering properties have been derived by 
the extended Rayleigh-Debye scattering approximation and 
have been calculated for the problems of two spheres and of a 
cloud of spherical particles. For the two-sphere problem, the 
calculated dependent scattering efficiencies compare 
reasonably well with the existing exact results. For a cloud of 
particles, two number-density distribution models for small 
and large particle volume fraction have given the dependent 
scattering properties. Dependent scattering efficiencies, for 
particle size parameter small enough for the Rayleigh-Debye 
approximation to apply, have been shown to be less than the 
corresponding independent efficiencies. The dependent scat
tering regime for small size parameter has been determined 
analytically by comparing the dependent and independent 
scattering efficiencies. A new dependent scattering regime 
map has been proposed. It covers a wide range of particle size 
parameter and volume fraction and is based on both the pres
ent analysis and the existing experimental results, although 
there is still uncertainty at large particle size parameter 
(x> 10). 
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Radiatiwe Transfer With Dependent 
Scattering by Particles: 
Part 2—Experimental Investigation 
Dependent radiative scattering by particles is experimentally investigated using 
plane-parallel cells containing latex spheres of 11, 2, and 0.08 \>.m diameter dispersed 
in an air or water matrix. The dependent scattering efficiencies and the bidirectional 
transmittance and reflectance were measured and compared with analytical results. 
The close-packed 2-\im spheres, which were expected to show dependent scattering 
from the previous criterion, gave results identical to independent scattering. 
Measured dependent scattering efficiencies of the small particles tested decrease with 
increasing particle volume fraction and were compared with those predicted by the 
theoretical investigation. The bidirectional transmittance and reflectance of depen
dent scattering were compared with those of independent scattering with the same 
number of spheres within the test cells. Several different patterns of dependent 
transmittance and reflectance appeared depending on the optical thickness. Finally, 
a newly proposed regime map bounding independent and dependent scattering is 
compared with the present and previous experimental data. 

Introduction 

It has been mentioned previously [1, 2] that dependent scat
tering would appear when particles are packed close enough to 
each other. The theoretical investigation [2] enables analytical 
calculations of the dependent scattering properties for small 
spheres using the extended Rayleigh-Debye scattering approx
imation which assumes either a gas model or a packed-sphere 
model for the particle number-density distribution. The 
dependent scattering efficiencies and the dependent phase 
functions have been obtained as functions of particle volume 
fraction/;, and the Mie solution for independent scattering. 
The predicted dependent scattering efficiencies are consistent
ly smaller than the independent scattering efficiency, and 
decrease with increasing /„. In addition, the theoretical in
vestigation has established the conditions that demarcate the 
dependent scattering regime from the independent on the plot 
of particle size parameter x = vd/\ versus /„. The proposed 
curve has different features from those suggested previously 
[1,3]. 

The purpose of this experimental study is to obtain more 
dependent scattering data in addition to the previous works 
and to assess the validity of the dependent scattering proper
ties and demarcation curve given by the theoretical investiga
tion. Plane-parallel (slab) test cells were used to measure the 
scattering efficiencies and bidirectional transmittance and 
reflectance. The measured data were compared with the 
predicted results which were numerically calculated by integra
tion of the equation of transfer. The effect of optical thickness 
on the appearance of dependent scattering bidirectional 
transmittance and reflectance has also been investigated. The 
newly proposed regime map for independent and dependent 
scattering [2] is shown to have the support of the present and 
previous experimental data. 

Experiment and Data Reduction 

Experimental Apparatus. The experimental apparatus was 
almost the same as that used by Brewster and Tien [1], and 
consisted of a laser, collimating lenses, a mirror, aperture 
stops, a test cell, attenuating filters, a photomultiplier, and a 
rotatable optical rail. The lasers used were Spectra-Physics 
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type 155 He-Ne giving a randomly polarized 0.6328-/tm beam 
and Liconix model 4050 He-Cd giving a linearly polarized 
0.4416-jum beam. The 0.95-mW He-Ne laser was used for the 
0.080-^m spheres, and the 45-mW He-Cd laser for the 2-/xm 
and 11-ftm spheres. Since the state of polarization of the inci
dent beam has been shown to be unimportant by previous in
vestigations [1, 3, 4] it was given little attention in the present 
study. The laser beam was first expanded and recollimated 
through a combination of convex lenses. Aperture stops were 
used so that only the central part of the recollimated beam was 
incident on the test cell to eliminate the Gaussian intensity 
distribution of the original laser beam. The consequent 
diameter of the incident beam was about 2 mm. The accep
tance angle of the detector was about 0.33 deg, which was 
small enough to measure extinction for even the largest 
spheres according to Bohren and Huffman [10]. 

The spectrophotometer plane-parallel cells supplied by 
N.S.G. Precision Cells Inc. were used as the test cells. The 
type 20H quartz cells had about 1 cm x 5 cm cross-sectional 
area with 0.1, 0.5, 1.0, 5.0, and 10.0-mm thicknesses. The 
sides of the cells were painted black to eliminate the error 
caused by scattered radiation to the lateral directions. 

Three kinds of nonabsorbing latex spheres manufactured by 
Dow Chemical Company were used as the scattering media, 
including polydivinylbenzene spheres with 11.15-^m diameter 
measured by Brewster and Tien [1], polyvinyl toluene spheres 
with 2.02-jtm diameter measured by manufacturer, and 
polystyrene spheres with 0.080-/«m diameter measured by the 
authors. The accuracy of the diameters of the larger spheres, 
11 and 2-/xm diameters, are unimportant for the comparison 
of the experimental data with the numerically calculated 
results since those spheres are large enough to show 
Fraunhofer diffraction giving a scattering efficiency near two. 
The accuracy of the small sphere diameter, 0.080 /xm, affects 
the calculated results significantly because the scattering effi
ciency is proportional to the fourth power of the particle size 
parameter x in that range. The large discrepancy between the 
particle diameter measured in this work and that given by the 
manufacturer will be discussed in the following subsection. 

Each sphere type was provided as an aqueous solution with 
the particle volume fraction /„ = 0.1. The large spheres with 
11 and 2-//,m diameters were closely packed in an air matrix by 
evaporation. The 0.080-/mn sphere was used in water matrix 

614/Vol. 108, AUGUST 1986 Transactions of the ASME 
Copyright © 1986 by ASME

  Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



with an/„ from 10 ~3 to 0.18 given by dilution with water or by 
evaporation, as required. The water used for dilution was dou
ble distilled and was filtered by Millipore Corporation GS 
filter to remove dusts. 

A side-on type photomultiplier, RCA 1P28, and a Domer 
type photomultiplier, RCA 4526A, were used to detect the in
tensity of the beams. 

Reduction of Data. The bidirectional transmittance T and 
reflectance R were calculated by the following equation 

T(d),R(d)=irI(8)/I0 (1) 

where I0 is the intensity of the incident beam and 1(d) is the in
tensity of the scattered beam in the direction of angle 6 from 
the incident. 

The energy balance between the incident and the scattered 
beams is expressed by 

\ = Tu+Ru + m+[R] 

„ ( l - P o ) 2 e " r 

1 -ple~ 
Ru=Po(l + Tue~n 

(2) 

(3) 

[71 = 2Jo r(/x)/x d/i, [R]=2\o 
R(n)n djx, 

JX = cos 6 (4) 

where unity on the left-hand side of equation (2) represents the 
incident energy, Tu and Ru are the directly transmitted and 
reflected energy considering the reflection at the surfaces of 
the glass cell, and [7] and [R] are the integrated transmittance 
and reflectance, respectively. The reflectance of the normally 
incident beam on the glass cell p0 is obtained as 

Po = (Pl+/°2~2PlP2) /(l-PlP2) (5) 
where p\ and p2 are the interface reflectance between air and 
the glass cell, and that between the glass cell and the matrix, 
which are easily given by the Fresnel equations using the 
refractive indices of glass and water. The refractive index of 
the glass cell ng was given as 1.55 and n„ is 1.332 for 0.6328 
/un and 1.337 for 0.442 jtm. 

The optical thickness T of the sample is calculated by 

T=l.5QfvL/d (6) 

where Q is the scattering efficiency and L is the thickness of 
the test cell. 

The values of the right-hand side of equation (2) were ob
tained from measurements of [7], [R], and Tu, since Ru was 
estimated from the measured Tu which gave the optical 
thickness T with p0 given. Because of scattering to the lateral 
directions, the right-hand side of equation (2) was measured to 

N o m e n c l a t u r e 

be less than unity. This was especially true when the cell 
thickness was large. Therefore, the measured T(d) and R{6) 
were corrected to give a good energy balance by compensating 
for the escape of the scattered energy to the lateral directions. 

From equations (3) and (6), the measurement of T„ gave the 
value Q/d. Then, if scattering is independent with small/„, Q 
can be calculated by the Mie solution as a function of d, the 
wavelength, and the refractive indices of the sphere and 
matrix. Thus we were able to determine the sphere diameter 
from the transmission measurement. The refractive index of 
the latex sphere is given in the literature [5] as 1.588 at 0.6328 
fim and 1.615 at 0.4416 /un. The diameter of the small sphere, 
which was given as 0.091 /tm with a standard deviation of 
0.0058 /jm by the manufacturer, was measured as 0.080 /im 
with an uncertainty of 0.001 /im using the Mie solution for/„ 
= 10~3 which is considered to be within the independent scat
tering regime. The difference was as much as about 12 per
cent, so the existence of aggregates of the spheres was 
suspected [6]. In order to remove the aggregates both cen-
trifuging and filtering were tried. Neither centrifuging nor 
filtering by Nuclepore Inc. 0.1-/xm pore filter had considerable 
effect on the diameter although a slight increase in the 
diameter was observed after filtering. The diameter of 0.091 
/tin was reportedly measured by transmission electron 
microscopy [7], This technique is sophisticated but has a 
tendency to overestimate the diameter due to the required 
coating procedures. Therefore 0.080 /im was used as the 
diameter of the small spheres for the numerical calculations to 
be compared with the experimental data. 

By the same transmission measurement of Tu, the depen
dent scattering efficiencies QD were calculated and compared 
with the results of the theoretical investigation. 

No attempt was made to determine the diameters of the 
large spheres with 2 and 11 -/mi diameter, because it was dif
ficult to keep large particles distributed homogeneously in a 
water matrix for a sufficient time to measure transmission ac
curately. The large spheres settle to make sediment so rapidly 
that the particle volume fraction varied during measurement. 
Ishimaru and Kuga [8] employed the same technique, but their 
results showed some uncertainties concerning the measured 
diameters of 2.02 and 11.9-^m spheres. They also measured 
the diameter of the 0.091-/mi sphere as 0.080 /mi which is ex
actly the same as reported herein, showing the validity of the 
present technique. Independent scattering efficiencies are 
necessary in the calculation of bidirectional transmittance and 
reflectance to be compared with experimental measurements. 
The scattering efficiencies of small spheres are quite sensitive 
to diameter variation, but those of large spheres are much less 
sensitive. This is why accurate knowledge of the diameter of 

d 

I 

L = 

n = 

P = 

interparticle clearance 
floating constant less than 
unity 
particle diameter 
particle volume fraction 
intensity of the scattered 
beam 
intensity of the incident 
beam 
thickness of the scattering 
medium 
ratio of the refractive index 
of particle to that of matrix 
(both in vacuum); refrac
tive index when accom
panied by subscript 
phase function for plane-
parallel geometry 

Q = 
R = 

[R] = 

R„ = 

T = 
[7] = 

T„ = 

scattering efficiency 
bidirectional reflectance 
integrated bidirectional 
reflectance 
dimensionless directly 
reflected energy 
ratio of dependent to in
dependent scattering effi
ciencies = QD/QM 

bidirectional transmittance 
integrated bidirectional 
transmittance 
dimensionless directly 
transmitted energy 
particle size parameter = 
•wd/X 

coordinate in the cell along 

(9 = 
X = 
V- = 

Po = 

T = 

Subscripts 
D,I = 

g,P,w = 
M = 

the direction of the incident 
beam 
scattering angle 
wavelength 
cosine of the scattering 
angle, cos 6 
reflectance of the normally 
incident beam on the glass 
cell 
optical thickness 

dependent, independent 
scattering 
glass, particle, water 
Mie solution 
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the small spheres was necessary while the diameters of the 
large spheres were left somewhat uncertain. 
Results and Discussion 

Numerical Results. In order to compare with the ex
perimental data, the equation of transfer for the nonabsorbing 
plane-parallel one-dimensional scattering medium is expressed 
by the following equation and was solved by the same pro
cedure used by Brewster and Tien [1] to give the bidirectional 
transmittance and reflectance 

di(y, /x) 
n— =-l{y, n) 

CtT 

1 f 
+—)_li(y^')p(^,ii')dii' (7) 

where y is the coordinate along the direction of the incident 
beam andp(/i , /x') is the scattering phase function modified to 
the plane-parallel geometry. As mentioned in the theoretical 
investigation equation (7) was derived for multiple scattering 
by independent scatterers but it can also be used for multiple 
scattering by dependent scatterers using the dependent scatter
ing efficiency and phase function. The dependent scattering 
optical thickness rD was calculated by equation (6) using both 
measured and calculated values of the dependent scattering ef
ficiency QD. The dependent phase function was given by the 
theoretical investigation using either the gas model or the 
packed sphere model. Numerical results so obtained are 
shown in Figs. 1-5 along with pertinent experimental data. 
The following contains a detailed discussion of the com
parison between theoretical and experimental results. 

Large Spheres. Figure 1 shows the bidirectional transmit
tance and reflectance for the spheres with d = 11.15 and 2.02 
/xm in an air matrix. Although the test cell of 0.10-mm 
thickness was used, only the product of /„ and L was measured 
by weighing the cell, and the thickness of the sample was not 
necessarily exactly 0.10 mm. The closely packed 2-/xm spheres 
in the cell appeared to be loosely stuck to each other making 
control of the cell thickness difficult. The measurement of 
/„ 'L was enough for the independent scattering calculation as 
can be seen from equation (6). However, /„ was needed to 
predict the dependent scattering properties from the analysis. 
A reasonable value of /„ = 0.70 was assumed. 

The scattering efficiencies were set to unity when they were 
calculated larger than unity to remove diffraction effects from 
the Mie solution or from the dependent analysis using the 
packed-sphere model [2]. This is justifiable since diffraction is 
all in the forward direction and can be treated as unscattered 
radiation. The strong forward scattering components of the 
corresponding phase function were eliminated and the 
modified phase function was multiplied by some constant to 
keep energy conservation \^P(d)dQ = 4w. The detailed pro
cedure may be found in [9]. When this was done the numerical 
results of the bidirectional transmittance and reflectance gave 
almost the same results for dependent and independent scat
tering. These results also agreed very well with the experimen
tal data. Thus both experimental and numerical results in
dicate that the approach is reasonable. The scatter of the ex
perimental data in Fig. 1 mainly came from the undesirable 
layering of the particles which inevitably occurred during cell 
preparation by simple evaporation. 

The case of d = 11.15 xtm and/„ = 0.70 gave c/X = 0.48 
using the equation 

_ 7T d _ C fv
1/3 

X " T ^ T 0 . 9 0 4 7 - / w (8) 

This was expected to give good agreement with the indepen
dent calculation since it was greater than the criterion (c/X < 
0.3) for dependent scattering given by Brewster and Tien [1]. 
The case of d = 2.02 ym, which gave c/X = 0.08 assuming/^ 
= 0.70, was expected to show strong dependent scattering 
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judging from that criterion. In this case, the independent and 
dependent scattering efficiencies are QM = 2.58 and QD = 
1.34 according to the analysis using the packed-sphere model 
[2]. Therefore, the dependent scattering efficiency was set 
equal to unity for the numerical calculation which then yielded 
the same results as that of independent scattering. The same 
discussion holds for the case of d = 11.15 /xm spheres which 
gave QM = 2.17 and QD = 1.35 for/„ = 0.70. The facts men
tioned here for large spheres give the different demarcation 
curve from c/X ~ 0.3 or 0.5 for the region of x greater than 10 
as seen in Fig. 6 later on. 

According to Ishimaru and Kuga [8], the scattering efficien
cies of large spheres increase slightly with increasing volume 
fraction. This means that the scattering efficiencies were 
measured to be larger than two and that the forward scattering 
or diffraction component became stronger than that of in
dependent scattering. However, when measuring bidirectional 
transmittance and reflectance from a slab of particles the dif
fraction component can be treated as unscattered radiation. In 
this case the scattering efficiency is reduced to one when the 
equation of transfer is solved as stated above. Thus in the 
present experiment, where multiple dependent scattering is 
studied, a slight increase in the scattering efficiency of large 
spheres does not yield different results than those gained from 
independent scattering. The present experiment did not direct
ly measure the scattering efficiencies of large spheres. 
Therefore the present result is not contradictory to the results 
obtained by Ishimaru and Kuga. Further experimental 
evidence is welcome because only limited data are available for 
scattering efficiencies and bidirectional transmittance and 
reflectance in the case of large spheres. 

Small Sphere. Figure 2 shows the experimental results for 
rQ = QD/QM together with the analytical results by use of the 
gas model and the packed-sphere model. The experimental 
value for QM was taken as that obtained for/„ = 10 ~3 and L 
= 10 mm, and the uncertainties of /„ and rQ were ± 5 percent. 
Figure 2 indicates that the packed-sphere model 
underestimates the dependent effects for allfv and that the gas 
model slightly underestimates the dependent effect for /„ < 
0.1 and overestimates for/,, > 0.1. The following empirical 
correlation given by Hottel et al. [3] and plotted in Fig. 2 

log10log10(l/>Q) =0.25-3.83(cA) (9) 

agrees well with the present data for /„ > 5 X 10~2. The 
previous reports [1, 3] suggested either c/X < 0.3 or 0.5 for 
the criterion of dependent scattering, but Fig. 2 shows that 
dependent scattering can be seen even for c/X > 0.5 where rg 

is less than 1.0. 
The experimental and numerical results of the bidirectional 

transmittance and reflectance are shown in Figs. 3 and 4. The 
dependent scattering results are compared with the indepen
dent scattering results for the same values of fv'L in all three 
compartments of the two figures. Those values are/„«Z, = 
10"2, 5 x 10"2 , and 10"1 mm for Fig. 3 and/„«Z. = 1.8 X 
10"2, 9.0 X 10"2 , and 1.8 x 10"1 mm for Fig. 4. A constant 
/„ -L with different cell thicknesses yields the same number of 
particles in the test cells with different interparticle clearances; 
in other words each test cell has the same optical thickness r, 
(determined by independent scattering). 

In Fig. 3, the numerical results agree well with experiment 
except for the case of L = 10 mm and/„ = 10"2 . In that case 
the scattering to the lateral direction became significant and 
led to the failure of the one-dimensional assumption in the 
numerical calculation. Lateral losses, energy which went 
through the cell surfaces perpendicular to the incident beam, 
were negligible for the 0.1-mm-thick cell but were as much as 
50 percent for the 10-mm-thick cell. The numerical calculation 
for dependent scattering used the gas model and predicted the 
experimental data for/„ = 0.1 reasonably well. Good agree
ment was expected because the predicted dependent scattering 
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Fig. 5 Integrated bidirectional transmittance and reflectance for in
dependent and dependent scattering 

efficiency of 1.052 x 10~3 agreed well with the measured 
value of 1.03 x 10"3 as could be seen in Fig. 2. However, we 
cannot judge the correctness of the predicted dependent phase 
function because the phase function information was lost due 
to the plane-parallel geometry. Actually, the numerical 
calculation using the predicted dependent scattering efficiency 
and the independent scattering (Mie) phase function gave 
almost the same results for the bidirectional transmittance and 
reflectance as the dependent results in Fig. 3. 

The numerical results for dependent scattering in Fig. 4 
were obtained by use of the measured scattering efficiencies 
and the independent phase function because for/„ = 0.18 
both the gas and packed-sphere models completely failed to 
predict the experimental data. The gas model gave a scattering 
efficiency which was too small while the packed-sphere model 
gave an efficiency which was too large as seen in Fig. 2. Both 
the gas and packed-sphere models were shown to be inade
quate for/„ larger than 0.1. 

Effect of Optical Thickness. Figures 3 and 4 indicate the 
variation of the dependent and independent bidirectional 
transmittance and reflectance as a function of the independent 
optical thickness 77. Figure 5 shows the independent and 
dependent integrated bidirectional transmittance and reflec-
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tance, [7] and [R], as a function of 77 for d = 0.080 fim 
spheres in a water matrix with/„ = 0.1 for dependent scatter
ing using the gas model. Since the dependent scattering effi
ciency is smaller than the independent, the broken curves for 
dependent scattering [T]D and [R]D are almost identical to the 
solid curves for independent scattering [T\, and [R], shifted to 
the right. As a result, [R]D is always smaller than [R]„ [T\D is 
smaller than [T\, for 77 < 4.5 and [7]D is larger than [T\, for 
77 > 4.5. The value of 77 which divides the two regimes of 
[T\D < [T\j and [T\D > [T\, increases with increasing/„. 
When 77 is very small the directly transmitted energy Tu is very 
large resulting in a small difference between the dependent and 
independent integrated bidirectional transmittance and reflec
tance. On the other hand when 77 is very large, both Tu and 
[7] are very small which again results in small differences be
tween dependent and independent integrated transmittance 
and reflectance. Therefore, the differences between dependent 
and independent scattering are more pronounced for the in
termediate values of 77 from about 0.2 to 50. 

Regime Map. The present experimental data are shown in 
the regime map (Fig. 6) with the data by Hottel et al. [3] and 
Brewster and Tien [1]. Figure 6 also shows the proposed 
demarcation curve in the theoretical investigation [2] with CD 

= 0.95, and two curves c/X = 0.5 (/„ < 0.3) and cfh = 0.3 
proposed by Hottel et al. and Brewster and Tien, respectively. 
The present data cover the small and large size parameter 
ranges. The value of 0.95 was found to be adequate for CD, 
and the criterion for dependent scattering is summarized as 
follows: 

For x<0.40, / „ > 6 . 2 5 x l O - 3 

For 0.40<x<9.5, /„>0.741/(1 + 1.56/*)3 (10) 

Fo rx>9 .5 , no observable dependent effect 

The horizontal broken line at x = 9.5 shows that the region of 
large x is ambiguous as discussed in Part 1 [2]. In addition to 
the present demarcation curve, the optical thickness of the 
scattering medium should be considered, as mentioned above. 
If the optical thickness for independent scattering is less than 
0.1 or larger than 100, the difference of the transmittance or 
reflectance between independent and dependent scattering will 
be too small to be observed. 

Conclusion 

Several sets of experimental data on dependent scattering 
were obtained by careful experimentation using latex spheres 
contained in plane-parallel test cells with various sphere 
diameters and particle volume fractions. These were compared 
with the independent scattering data. The predicted dependent 

scattering efficiencies derived from the extended 
Rayleigh-Debye scattering approximation have been com
pared with the experimental data. The numerical results of the 
dependent scattering bidirectional transmittance and reflec
tance for the plane-parallel geometry have been compared 
with the experimental data, and the following findings con
clude this study: 

1 For closely packed spheres with 11 and 2-^m diameters, 
the experimental bidirectional reflectance and transmittance 
results agreed well with the numerical results of independent 
scattering when the scattering efficiencies were set to unity by 
eliminating the Fraunhofer diffraction effect. Therefore, these 
closely packed spheres did not show dependent effects, as far 
as the bidirectional transmittance and reflectance are con
cerned, even for the case which was expected to show strong 
dependent scattering according to the previous criteria. 

2 For the sphere with 0.080-/xm diameter, the dependent 
scattering efficiency was experimentally found to decrease 
with increase of the particle volume fraction at least up to 
0.18. The analytical results of the dependent scattering effi
ciency using the gas model have given slightly larger values 
than experimental data for the particle volume fraction 
smaller than 0.1, and have given much smaller values than the 
experimental data for the particle volume fraction larger than 
0.1. 

3 The numerical results of the dependent scattering 
bidirectional transmittance and reflectance for 0.080-/*m 
spheres agreed well with the experimental data when the 
measured dependent scattering efficiencies were used in the 
calculation. The variation of the phase function caused by 
dependent scattering has been shown to have little effect on 
the numerical results. 

4 It has been shown experimentally and numerically that 
the dependent integrated transmittance can be either larger or 
smaller than the corresponding independent transmittance 
depending on the optical thickness, while the dependent in
tegrated reflectance is smaller than the independent reflec
tance regardless of the optical thickness. 
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Two-Dimensional Radiative Back-
Scattering From Optically Thick 
Media 
The theoretical and experimental results of anisotropic back-scattering from an op
tically thick medium exposed to a laser beam are presented. The laser beam is inci
dent normal to the upper surface of the scattering medium. Uniformly sized latex 
particles with diameters ranging from 0.046 to 0.35 \im are used for the scattering 
centers in a water solution. The results are discussed for back-scattered radiation as 
a function of optical radius from the laser beam and optical thickness of the scatter
ing medium. It is shown that back-scattered radiation in optically thick media is very 
sensitive to small changes in albedo when the albedo is near unity. The sensitivity in
creases as the optical radius increases. Also, the isotropic scattering solution yields 
good agreement with the experimental data at large optical radii when one uses ef
fective optical properties. The agreement between theory and experiment is im
proved when index of refraction effects at the interface are included. 

Introduction 

Prediction of two-dimensional radiation transfer in a multi
ple scattering medium is an important problem facing the heat 
transfer community [1, 2]. Two current applications in which 
multidimensional multiple scattering in the Mie Regime is 
significant are involved with radiative transfer in dust clouds 
and rocket plumes. Radiative reflection and transmission 
through dust clouds from near-surface nuclear bursts are im
portant not only for military damage assessment but also for 
ascertaining climatic effects. Current emphasis on stealth 
technology has resulted in a concerted effort to study the ef
fect of scattering by particles in rocket plumes on the plume 
infrared signature. This includes not only directional effects 
but also intensity magnitudes. 

A two-dimensional problem that has received attention 
recently is the back-scattering of a laser beam by a multiple 
scattering medium when the incident laser beam is normal to 
the surface of the medium. Benchmark numerical results for 
this problem are available for a semi-infinite medium [3-5] 
and for a finite thick medium [6, 7]. The scattering phase 
function in these studies consisted of a spike in the forward 
direction superimposed on an isotropic [3, 6], linear [4, 7], or 
Rayleigh [5] phase function. Each of these studies was based 
on the assumption that the scattering occurred in a medium 
with a refractive index of unity. 

The results of experiments in which well-defined scattering 
particles were used for multidimensional, multiple scattering 
radiative transfer are limited [8-11]. Look et al. [8] reported 
good agreement between theory and experiment for the back-
scattering of a laser beam. The scattering medium was com
posed of uniformly sized latex particles with diameters ranging 
from 0.03 to 1.011 ftm immersed in a water solution. The 
albedo was assumed to be unity. One minus the asymmetry 
factor was used to correlate the anisotropic scattering ex
perimental results with isotropic scattering theory. 

In [8] the back-scattering nondimensional intensity G varied 
with the optical distance from the beam Tr *. The behavior of 
G can be broken into three regions based on the optical 
distance from the beam: thin, intermediate, and thick. The op
tically thin region is close to the beam where G increases with 
optical radius, the intermediate region is where G reaches its 
maximum value, and the thick region is far from the beam 
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where G decreases with increasing optical radius. Except for 
the 0.03-/xm-dia particles, no results were presented for the 
thick region in [8]. However, the 0.03-/xm data are ques
tionable because of the difficulty in characterizing and han
dling the particles. 

Preliminary investigations of the back-scattered radiation 
of a laser beam from a finite depth medium have been pub
lished [9, 10]. These investigations used 0.261-/*m-dia latex 
particles for the scattering centers. In [9] the particles were 
suspended in two different liquids (distilled water and ethylene 
glycol) so that the influence of the refractive index of the liq
uid carrier on the back-scattering could be investigated. The 
effects of changing the laser wavelength and the liquid carrier 
were reported in [10]. In these experiments two laser 
wavelengths were used: 0.4414 and 0.6328 /on. Inspection of 
the results shows what appears to be an influence of the liquid 
carrier refractive index. At 0.6328 jum an increase in refractive 
index of the liquid reduced the back-scattered radiation, 
whereas at 0.4414 /mi, an increase in the liquid refractive index 
produced an increase in the back-scattered radiation. This 
behavior was not explained by Look and Sundvold [9, 10]. 

The purpose of this paper is to extend the results obtained 
by Look et al. [8] to the optically thick radius region. This ex
tension requires consideration of finite optical depth and ab
sorption effects. In addition, the discrepancies in the 0.03-/tm 
particle results obtained by Look et al. [8] and the index of 
refraction inconsistencies of Look and Sundvold [9, 10] are 
herein resolved. 

The results of this paper are applicable to many realistic 
situations such as laser-material interaction, underwater 
radiation back-scattering, fog dissipation, and laser 
diagnostics of human skin and teeth (medical applications). 
There are many practical two-dimensional, multiple scattering 
problems and more of these problems will be encountered as 
laser applications are developed and refined. 

Theoretical Analysis 

The physical situation that was investigated for this research 
involved a laser beam incident on a scattering medium with 
finite depth as shown schematically in Fig. 1. The radiative 
transfer was multidimensional and involved multiple scatter
ing. Thus the theoretical development was based on the 
following assumptions: steady state, coherent scattering, 
negligible interference and polarization effects, homogeneous 
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Fig. 1 Schematic of the two-dimensional, finite depth scattering 
situation 

medium, no emission, refractive index of unity, and two-
dimensional cylindrical geometry. 

Incident Radiation. For this investigation the incident in
tensity was assumed to be a laser beam that was incident nor
mal to the surface of the medium. The radial variation of the 
laser beam was Gaussian [12] so that the incident intensity was 
given by 

(1) /+ (T>, ti, 4>) = Ifi{v- l)5(0)exp[-TV^\\ 

where 

7> = (ATCsca + K)r, rro = (7VCsca + K)r0 (2) 

The Dirac delta function product restricted the incident radia
tion to the normal direction. For this intensity distribution, 
the incident radiative flux was 7,exp(-/-2//-g) and the 
magnitude of the incident flux at the center of the beam was 
equal to /,-. 

rrTTTT] 1 i i | i n i | 1 i i | i n i | rT -TTrmr—r i i | m i | 

Fig. 2 Effect of absorption (u*) on the theoretical back-scattered inten
sity from a semi-infinite medium 

Scattering Phase Function. When the wavelength of the 
radiation is small compared to the particle diameter, diffrac
tion around the particles gives rise to a sharp forward peak in 
the scattering phase function. It was approximated as 

(3) 

(4) 

Jp(e)=2^(i-coSe)+(i-^) 
where g is defined as 

1 f* 
g = — \ cos G P(9) sin 9 dQ 

2 Jo 
Van de Hulst [13] stressed that g is the fundamental phase 
function similarity parameter. 

Solution of Transport Equation. Putting this phase func
tion into the equation of transfer yields a modified transfer 
equation for isotropic scattering with the following modified 
optical coordinates and parameters [3] 

T* = ( l -«£) r , 

To = (l-a>g)r0>w* 

7* = n •wg)rr. (5) 

= « ( 1 - * ) / ( ! - « * ) 

in which 

T0 = (7VCsca + K)L and co =NCSC!i/(.NCsca + K) 

N o m e n c l a t u r e 

c = 

c = 
"-'sea 

d = g 
G 

I, = 

r = 

•*exp 

/0(0 = 
L = 
n = 

effective scattering coefficient nm = 
= 6 Csca/(7rrf3) 
scattering cross section iV = 
scattering particle diameter 
asymmetry function 
theoretical universal function 
= /•2/N/(/-§7,) 
experimental universal func
tion = r2 / e x p / (^/ ,) 
magnitude of the incident in
tensity at z = 0 
theoretical intensity leaving 
the medium normal to the 
surface x 
theoretical back-scattered in
tensity at any angle z 
theoretical incident intensity 
measured intensity leaving the 
medium normal to the surface (3 
Bessel function of order zero b{t) 
depth of scattering medium t) 
relative index of refraction of 6 
particle to water 

P 
P, 

r0 
R 

v 

refractive index of the liquid 
carrier medium 
number density of scattering 
particles 
scattering phase function 
input power on the medium 
scattering efficiency 
radial distance from the center 
of the laser beam 
effective laser beam radius 
function, see equation (6) 
detector probe aperture radius 
voltage 
particle size parameter = nm 

•ird/\0 

distance into the scattering 
medium (normal to the 
surface) 
spatial frequency 
Dirac delta function 
particle volume concentration 
polar angle of incident 
intensity 

8 = effective acceptance angle of 
detector 

9 = angle between incident and 
scattered ray 

K = absorption coefficient of scat
tering medium 

X0 = wavelength in air 
ii = cos 6 

pN = normal reflectance = 
{nm-\f/{nm + \f 

7> = radial optical thickness 
T0 = optical depth to bottom of 

scattering medium 
rr = optical radius of incident laser 

beam 
o> = single scattering albedo 

Superscript 
* = effective quantity which takes 

into account the effect of 
anisotropic scattering and 
albedo 
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Fig. 3 Effect of finite optical thickness (Ttl on the theoretical back·
scattered intensity from a pure scattering medium

Thus, for anisotropic scattering with a peaked phase function
as in equation (3), the isotropic solutions for the source func
tion, flux, and intensity were used by adjusting the optical
coordinates and the albedo according to equation (5) [3]. This
type of approximation has been used in one-dimensional,
multiple scattering, radiative transfer [14-17]. It is generally
accepted in the treatment of anisotropic scattering. One of the
main proponents of scaling is Van de Hulst [13]. The scaling
procedure is easy to use and, therefore, it is appealing for in
dustrial design applications of radiative scattering. There is a
need to develop and incorporate more realistic models for
anisotropic scattering; however, this is beyond the scope of the
present paper.

The exact two-dimensional integral equation describing the
source function for the modified transfer equation was solved
by using separation of variables and superposition. The
resulting back-scattered intensity normal to the surface could
then be expressed as [3, 5]

w'I;[roJ2I N (7;) =1-(7;, IF 1, <j»=g;:- r

);tJo(t)exp [ _+( ~) 2 t2]R [:;; w', 70]dt (6)

The quantity w·JO({37;)R({3; w', 70)/4 is the intensity l.eaving
normal to medium when the medium is exposed to collImated
radiation with a Bessel function radial variation
JO({37;)O(JA, - l)o(et». The Bessel function bou~d~ry condi~io~ is
used to separate variables. When (3 = 0, the IncIdent radIatIon
is radially uniform, and the problem becomes one
dimensional. Equation (6) has been evaluated numerically for
a wide range of parameters in [3, 5].

Large rlro Case. When rlro is large, the exponential term
in equation (6) can be approximated by unity, and the intensi
ty can be expressed as

I N(7;) =1; (~) 2 G(7;; w', 70) (7)

where

w* ) 00 [ t ]G(7;; w', 70)=-- tJo(t)R ----;; w·, 70 dt
81r 0 7,

For a pure scattering, semi-infinite medium, the solution is a
function only of 7; [3].

The influence of absorption on G is shown in Fig. 2 for a
semi-infinite, isotropic scattering medium as a function of op
tical radius. At large optical radii a small amount of absorp
tion can cause large variations in the back-scattered intensity.

Journal of Heat Transfer

a)

For example, the results for w* = 1.00 and w* =0.99 differ
more than a factor of 2 for 7: greater than 9.

The influence of finite optical thickness 70 is illustrated in
Fig. 3 for pure, isotropic scattering. Actually, the quantity
G/[l- exp( - 270)] is presented because it collapses the curves
at small optical radii. As might be expected, a pure scattering,
semi-infinite medium case represents the upper bound on the
back-scattered intensity.

The assumption of a refractive index of unity is ques
tionable; however, it significantly reduces the numerical com
plexity. A single and double scattering analysis including the
effects of refractive index shows that the back-scattered inten
sity should be reduced by (1 - PN)2/n~. This factor cannot be
used over the entire optical radius range for a pure scattering,
semi-infinite medium, because all the incident energy must be
back-scattered. Consequently, a reduction in the reflected in
tensity at small optical radii dictates an increase in the intensi
ty at large optical radii. An analysis including multiple scatter
ing effects suggests shifting 7; by (1- PN)2/n~. This approx
imation for the pure scattering semi-infinite medium is strictly
valid only for optical radii in the thin region.

The trends of this interface model are correct, even though
it is a very simple model. Consideration of the interface great
ly complicates the numerical solution, to the point that it
becomes almost intractable, hence many authors have ignored
interface effects. This is an area for future investigation.

Experimental Procedure

The experimental situation is shown schematically in Fig. 1.
The experiment was designed to model a cylindrically sym-
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Table 1 Effective scattering parameters for latex particles in 
water at a wavelength of 0.6328 /tin and a relative index of 
refraction of 1.197 

500 

Dow polystyrene latex 
batch number 

XD-88592 

XD-8656 
XD-7583 

d 
(lira) 

0.046 
0.18 
0.35 

X 

0.30 
1.19 
2.31 

S 

0.016 
0.25 
0.72 

c 
(era" 

Theory 

115 
4850 

14,850 

') 
Exp1 

115 
5211 

15,085 

'From transmission measurements. 
Experiment data used to characterize these particles. 

0.030 / im DIAMETER 
0.180 ^ m DIAMETER 
0.350 / im DIAMETER 

-.4 -.2 0 .2 .4 
COSINE OF SCATTERING ANGLE 

Fig. 5 Theoretical phase function versus cos 0 for the latex particles 
used in the experiment (n = 1.197, and X0 =0.6328 ;im) 

metric, finite depth scattering medium with a black bottom. 
The source was a He-Ne laser. A 26.6-cm-dia glass tank was 
used to contain the scattering medium. The tank was fitted 
with a bottom which was sprayed with a highly absorbing, dif
fusely reflecting black paint with a reflectance of less than 2 
percent. For the experiments reported herein wall effects were 
negligible. 

The scattering medium was composed of spherical latex par
ticles immersed in distilled water. The amount of scattering 
was controlled by the concentration of latex particles. The 
laser beam was incident normal to the upper surface of the 
scattering medium, so that the scattered radiation in the 
medium was a function of r and z. 

Data Reduction. The data analysis follows [8] quite close
ly; however, the magnitudes of some of the experimental 
parameters are different. The ratio of the reflected intensity to 
the incident laser beam intensity is 

*exp 1.53x10 -7 r r0 - l 2 v 
L 0Ro J P, 

(9) 

where 6 = 2.10 deg = 0.037 rad, R0 = 0.169 cm, r0 = 0.20 
cm, Kis in volts, and P, is in watts. This equation is very sen
sitive to the values of 8, R0, and r0. The sensitivity to r0 can be 
eliminated by rearranging equation (9) as follows 

r2I 
' Jex] - = Gexp = 0.001273r2— (10) 

It is convenient to write the optical thickness in terms of the 
particle volume concentration 

v = NircP/6 (11) 

From equation (2) the optical radius becomes 

6CS, (v-~- + i<y^(vc + K)r (12) 

The value of K for distilled water was obtained from a table of 
values presented by Zuev [18], as 0.005 1/cm at X0. This value 

l/Xo , \/fim 

Fig. 6 The effective scattering coefficient for the XD-8859 latex par
ticles as a function of 1/X0; the circles are the experimental points 

is somewhat questionable because of difficulties in making 
measurements when K is small and difficulties in controlling 
water purity. 

The data were correlated by using the effective optical coor
dinates and parameters. In other words, to compare the data 
to theory, the actual experimental optical radius for the 
anisotropic case rr was multiplied by (1 - wg) to yield the cor
responding effective optical radius for the theoretical isotropic 
case T*. The (1 - wg) factor approximately transforms the 
anisotropic problem to an isotropic problem. 

Particle Characterization. The latex particles that were 
used as scattering centers were donated by DOW CHEMICAL 
USA. Their mean diameters were listed as 0.03, 0.18, and 0.35 
/im; however, their size distribution was not well character
ized. The particles had approximately a neutral density in 
water (1.05 g/cc) and settling effects were not observed. Their 
refractive index was 1.593 (1.197 relative to water at X0). They 
were assumed to have a single scattering albedo of unity. 

Electron microscope pictures of the 0.18 and 035-iim-dia. 
particles were obtained as shown in Fig. 4. Clear electron 
microscope pictures of the 0.03-/*m-dia particles could not be 
obtained. 

The anisotropic character of the 0.18 and 0.35-/«n particles 
in water at X0 is shown on Fig. 5. As expected the 0.35-/xm par
ticle phase function exhibits considerably more anisotropic 
character than that of the 0.18-^m particle. The scattering 
phase function of the 0.03-fim particles is also shown on Fig. 
5. Its phase function has a Rayleigh distribution. 

The particle size distribution was uncertain, so transmission 
measurements were made for each set of particles in the 
wavelength interval from 0.40 to 0.70 //m using a spec
trophotometer. The experimental values of c at X0 are listed in 
Table 1. Mie theory was used to predict theoretical values for 
c. These are also given in Table 1. The experimental and 
theoretical values of c for the 0.18 and 0.35-jan particles agree 
quite well; however, the experimental value (115 1/cm) was 
much greater than the Mie theory value (32.5 1/cm) for the 
0.03-/zm particles. Therefore a theoretical approach was used 
to better characterize them. The nondimensional scattering 
cross section for Rayleigh scattering is 

v^sca 
8X 4 ! 1 

n2 + 2 
(13) 
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ird2 

as 

so that 

2sc 

C = 4TT4 

TCP 
\.5QsJd 

cPnt 

K 
n* 1 

n2 + 2 

(14) 

(15) 

This expression yields a value of c of 32.7 1/cm (for d = 0.03 
/vim, nm = 1.331, X0 = 0.6328 /mi, and n = 1.197), which is 
very close to the Mie scattering value of 32.5. 

Figure 6 shows the values of c obtained from the transmis
sion experiments as a function of 1/X0. The slope of this curve 
is 4. Thus, even though the particle size distribution is not well 
known, one knows that the scattering is Rayleigh. The ex
perimental magnitude of c (115 1/cm) at X0 ' = 0.6328 /wn is 
considerably greater than the theoretical value for the 0.03-/^m 
particles. This implies that large particles are present. 
However, the slope of the data indicates that even with these 
larger particles the scattering is still Rayleigh. The use of 115 
1/cm for c in equation (15) gives an effective particle diameter 

of 0.0456 /xm. This value was used for the smallest particle size 
instead of 0.03 /xm. 

In the presentation that follows, the experimental values 
were used for c. Theoretical values of x and g were used. They 
were obtained by assuming a uniform size distribution at the 
manufacturer's stated size for the 0.18 and 0.35-/im particles 
and at 0.0456 /j.m for the smallest particles. The values are 
given in Table 1. 

Results and Discussion 

The intent of this study was to investigate back-scattering in 
the optically thick radius region, account for finite thickness, 
consider the effects of absorption, and clarify the discrepan
cies in [8-10]. This required large quantities of latex particles. 
Hence, latex particles with a wider size distribution than those 
of [8] were used. The particles were characterized using elec
tron microscope pictures, transmission data, and Rayleigh 
theory. 

All the experimental results of [8] correlated better with 
theory as T* increased, except for the smallest particles. This 
observation was attributed to the 0.03-/tm particles not being 
as well characterized as the other particles and the cross sec
tion not being as accurately known. Because of this, more 
small particles were obtained, and the data were retaken. The 
smallest particles used in [8] were obtained from MONSAN
TO CHEMICAL CO. and may have had a different size 
distribution than those used in the present study. However, 
the experimental cross sections were similar (115 versus 110 
1/cm). 

In the current study, a new procedure was used to analyze 
the data. In the old procedure [8], optical radius values were 
selected from lines of constant radius as the number density 
was varied. This procedure required experimental data from a 
large number of particle concentrations at each radius position 
and for each particle size. A single curve was fit through the 
data for each particle size to generate the results presented in 
[8]. There appeared to be no systematic variation between the 
data and the curve. Any variation was attributed to ex
perimental error; hence, the effects of TQ went unnoticed. In 
the new procedure, the number density was held constant and 
the radial distance was varied. The data show a definite 
dependence upon TQ. This procedure was preferable because 
of its clarity in demonstrating optical thickness effects and was 
used for the data presentation that follows. 

Figure 7 presents Gexp/co*2 versus r* for the 0.35-/xm-dia 
particles for values of TJ from 3.8 to 551. The u*2 in the or
dinate partially accounts for absorption. The theoretical solu
tion for isotropic scattering is also shown for OJ* = 1 at r j = 2, 
5, 10, and infinity. The difference between the theory and ex
perimental results shown on this figure is typical of all the cur
rent results and those of [8]. In the thin optical radius region, 
the experimental results are low compared to theory, whereas 
in the thick optical radius region, they are higher than the 
theory. The figure shows that use of the effective optical 
radius yields reasonable agreement with isotropic theory for 
anisotropic scattering from optically thick media. This same 
behavior was observed in [8]. However, herein the experimen
tal data are presented to T*= 100 and r j = 551, which are con
siderably larger than their respective values for the data of [8]. 

In general the experimental and theoretical results have 
similar shapes. Each set of constant TQ data (both experiment 
and theory) "peels off" at large effective optical radius values 
and is completely enclosed by the next higher r j data set. This 
behavior is due to the number of scattering events the radia
tion undergoes prior to leaving the scattering medium. 

For low particle concentrations, most of the incident radia
tion strikes the bottom where it is strongly absorbed and dif
fusely reflected. The reflected radiation tends to either travel 
directly to top of the medium and escape or be internally 
reflected. Most of the radiation leaves the medium at small 
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values of T* because not many scattering events occur. Conse
quently, side scattering is small. Also, the small scattering par
ticle concentration makes T* small even at large radial posi
tions. The larger TJ becomes, the more scattering events the 
radiation undergoes before it escapes. This increases the 
probability of the radiation reaching a large r* position before 
it exits the medium, because (1) the larger number of scatter
ing events increase the probability of side scattering so that the 
radiation has a higher probability of traveling in the radial 
direction before it escapes, and (2) the larger particle concen
tration increases the value of T* even if the physical distance r 
is small. When r$ approaches infinity most of the radiation is 
back-scattered at very small radial values; however, the large 
particle concentration produces large values of T* even for 
very small radial positions. Thus, as TQ increases the position 
for maximum G moves to higher T* positions. For T* values 
beyond the peak the value of G falls off rapidly. Consequent
ly, both the experimental and theoretical nondimensional in
tensity curves as plotted in Fig. 7 peel off at large revalues and 
are bounded by the next higher rj data set. The infinite TQ case 
is the envelope of the results. 

The horizontal difference between the theoretical and ex

perimental curves on Fig. 7 is roughly l/n2„. As discussed in 
the theory section, the T* axis should be T*/n?„when T* is small 
and p N < < l . Figures 8-10 show Gexp/o)*2 plotted versus 
r*/n2

m for the 0.046, 0.18, and 0.35-/xm-dia particles, respec
tively. These particles exhibit progressively more forward scat
tering as is shown by their phase functions in Fig. 5 and their 
asymmetry factors in Table 1. In general, an increase in for
ward scattering tends to increase the maximum value of G and 
increase the slope of G at small T* values. The data of Figs. 7 
and 10 are the same except for the shift of \/n2„. This shift im
proves the agreement between theory and experiment. 

The T*/n2
m factor also improves the agreement between 

theory and experiment of the data shown in [8], Fig. 8, in the 
thin region for all the cases except the 0.03-/xm-dia case. This 
case agrees well with theory when it is plotted against T*; 
however, it does not correlate with the other experimental data 
and at large T* values. Thus, the \/n2

m shift appears to be 
reasonable, because it improves all the current experimental 
data when compared to isotropic scattering theory as well as 
all the data of [8], except the 0.03-/xm data. 

The information in this paper also clarifies the discrepancies 
that occurred in [9, 10] where the water and ethylene glycol 
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liquid carrier data change relative positions in Fig. 3 of each 
paper. This situation occurred because the index of refraction 
used for ethylene glycol was incorrect. The value used was 
1.47, and it should have been 1.43 [19]. This correction shifts 
the glycol data of Fig. 3 of [10] to the right by a factor of 
about 1.9 and the glycol data of Fig. 3 [9], to the right by a 
factor of 1.6. These shifts also increase the effective optical 
thickness value of the data by the same factors. These changes 
make the results of [9, 10] consistent with the \/n2

m shift used 
herein. This gives more justification for the shift. 

Figures 11 and 12 show the same data as Figs. 9 and 10 ex
cept that they are plotted on a semilog scale to show the linear 
large T* behavior. These figures emphasize the efect of finite 
depth and absorption (j$ and u>*) on the anisotropic scatter
ing. Theoretical results for albedos of 1.000, 0.999, 0.995, and 
0.990 are included on the figures. The experimental data have 
the same general trends as the theory, but differ quantitative
ly. The albedos of the experiment are calculated and varied 
from 0.961 to 1.00. The results are very sensitive to small 
amounts of absorption and changes in TQ. Note that for T* 
greater than 24, a change in to* from 1 to 0.990 results in more 
than an order of magnitude change in the nondimensional in
tensity. Unfortunately, at the present time it is not possible to 
discriminate between the effects of absorption and finite TJ. It 
appears that u* is the more important parameter of the two 
for an effective optical thickness greater than about 50 and an 
effective optical radius value greater than about 10. For these 
conditions the scattering behavior should be very much like 
the semi-infinite theory curves shown in these figures. 

Conclusions 

This paper presents results that are roughly a factor of 10 
greater in optical radius than those presented in our previous 
paper [8]. In addition it accounts for not only the influence of 
the scattering medium optical depth and albedo but also the 
index of refraction at the scattering medium boundaries. 

The back-scattering measurement results presented herein 
are the only ones available in the literature for the thick optical 
radius region. In this region the influence of absorption and 
optical thickness of the medium are shown to be very impor
tant. The back-scattered radiation in optically thick media is 
very sensitive to small changes in the albedo when the albedo is 
near unity. The sensitivity increases as the optical radius 
increases. 

For the optically thick radius region, it is shown herein that 
(1) anisotropic, multiple scattering results can be reduced to 
effective isotropic scattering results, and (2) the effect of the 
index of refraction is important and appears to be accounted 
for by the l/n2

m adjustment; however, all the thick experimen
tal data peel off faster than the theory. 

For the optically thin radius region, the influence of 
anisotropic scattering increases the slope of G/w*2 and in
creases the maximum value of G/co*2. The influence of the in
dex of refraction is accounted for by the \/n2

m shift. 
In summary, the experimental results agree with theoretical 

analyses when the optical radii are large. The agreement is not 
as good for small to moderate optical radii, because the back-
scattered radiation becomes sensitive to the shape of the scat

tering phase function. The increase in slope and maximum 
value of G/m*2 in the thin and intermediate optical radius 
regions for anisotropic scattering need to be investigated fur
ther. Also, the effects of absorption and finite T* need to be 
studied in the thick optical radius region. 
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Combined l o d e Heat Transfer 
Analysis Utilizing Radiation 
Scaling > 
Scaling laws have been formulated to predict the radiant heat flux in anisotropically 
scattering, one-dimensional planar media [1, 2]. The radiation portion of the prob
lem is reduced to an equivalent nonscattering problem by the scaling. The same scal
ing laws are applied to problems when radiation is combined with other modes of 
heat transfer, requiring the solution of the energy equation for a temperature pro
file. The average incident intensity is accurately scaled by a multilayer approach. 
Results presented for radiation/conduction and the thermally developing Poiseuille 
flow problems show very good agreement between exact and scaled solutions for 
heat fluxes and temperature distributions. 

1 Introduction 
Although radiation may be the dominant mode of heat 

transfer in many high-temperature applications, there are im
portant contributions from convection and conduction. The 
energy equation describes the interaction between the different 
heat transfer modes. A solution of the energy equation re
quires the solution of the equation of transfer to determine the 
contribution of the radiation component. Such solutions are 
complex even for a simple geometry like the one-dimensional 
planar, if the details of anisotropic scattering are to be includ
ed. Radiation scaling laws have been formulated which greatly 
simplify the radiation portion of the calculation by reducing a 
scattering problem to a nonscattering one [1, 2]. These radia
tion scaling laws and their incorporation into the energy equa
tion are the basis for the present analysis. 

The current effort focuses on two heat transfer problems: 
combined radiation/conduction in one-dimensional planar 
layers and combined radiation/convection in thermally 
developing Poiseuille flow. These problems are chosen 
because they encompass many engineering applications and 
reflect current research interests. Numerical results for com
bined radiation and conduction in one-dimensional, planar, 
isotropically scattering media are given by Viskanta [3]. 
Radiation/conduction through porous insulations which scat
ter anisotropically has been the subject of many recent 
analytical and experimental studies [4-6]. Yuen and Wong [7] 
present numerical results for heat transfer by radiation and 
conduction in isotropic and linear anisotropic scattering media 
as well as in media which do not scatter. Combined radia
tion/convection results in thermally developing Poiseuille 
flow for which only the laminar velocity distribution is as
sumed to be fully developed are given by Chawla and Chan [8] 
and Mengiic et al. [9]. Yener et al. [10] studied interaction 
with turbulent flow through a parallel plate channel. 
References [8-10] consider isotropically scattering media. 
Published research on similar problems or those concerning 
different geometries are not included in this brief review. 

This work formulates and implements the radiation scaling 
laws into combined mode analysis to predict heat transfer and 
temperature distributions. The scaled heat transfer results are 
obtained by solving the finite differenced energy equation. In 
the energy equation the radiation contribution is represented 
by G, the average incident radiation. The scaled energy equa
tion is then only as accurate as the G scaling. The accuracy of 
G scaling is tested and presented. 

Contributed by the Heat Transfer Division and presented at the 23rd National 
Heat Transfer Conference, Denver, Colorado, August 1985. Manuscript re
ceived by the Heat Transfer Division April 29, 1985. 
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It is the intent of this investigation to study problems in 
which radiation is an important feature. The presentation is 
therefore organized to first outline the radiation scaling 
already presented in [1, 2]. The multilayer solution technique 
is then discussed. The G scaling results and the radiation/con
duction and the Poiseuille flow results from scaled energy 
equation follow. 

2 Formulation 

2.1 Radiation Scaling. Scaling is applied to a one-
dimensional plane parallel medium between diffuse isothermal 
walls. The medium absorbs, emits and anisotropically scatters 
radiant energy. Assuming azimuthal symmetry, the radiant in
tensity is given by the following form of the equation of 
transfer 

dI(K, a) 
ft a.. + / (« , /»)=(! - co)/6 (T) 

dK 

CO f 1 

+ — J P(ja, H')I(K, n')dn' (1) 

I(K, /X) is the intensity, K is the optical depth, fi is the cosine of 
the polar angle, a> is the single scattering albedo, and P(p, p') 
is the single scattering phase function. The medium extends 
from K = 0 to K = K0. Ib(T) is the Planck function at the 
medium temperature. The phase function is expanded into a 
series of Legendre polynomials 

P(v-.v')= ]C a„p,Av-)P,An'), 0o = i (2) 

The coefficients a„ are calculated to fit the Mie theory and 
P„ iii) are the Legendre polynomials of order n. Once the in
tensity field is obtained with the appropriate boundary condi
tions, the average incident radiation is given by 

G(K)=2T\ I(K, ix')dii' 

The radiant heat flux is obtained from 

?r(K)=27rj _/(<£, n')n'dn'. 

(3) 

(4) 
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Figure 1 diagrams the reduction of an anisotropically scat
tering layer to a nonscattering layer in two steps: anisotropic 
to isotropic, and isotropic to nonscattering. Figure 1 shows an 
isothermal, anisotropically scattering system between black 
walls. The variables of an anisotropic scattering system are 
identified by the subscript a. The boundary at K = 0 emits a 
radiosity q0 as a blackbody. The boundary at K = K0 is cold and 
therefore does not contribute. Equations (l)-(4) apply directly 
to the anisotropic system. An anisotropic scattering problem is 
scaled to an isotropic scattering one by the following transfor
mations [1] 

K0. =(l-«a<cos0})KOff (5a) 

co,. = K ( l - <cos0»]/[l - «„<cosfl>] (5/7) 

The asymmetry factor (cosfl) is introduced to represent the 
anisotropy of the scattering phase function. For the phase 
function expanded as in equation (2), the asymmetry factor is 
equal to « , /3 . The scaled isotropic problem is shown in Fig. 1 
with the subscript /. The medium temperature and the bound
aries remain invariant by this scaling. The angular informa
tion necessary to describe the intensity field is lost by this scal
ing. Thus, only the integrated quantities of the intensity, the 
radiant heat flux, and the average incident radiation are 
scaled. 

The scaling from isotropic to nonscattering takes two possi
ble paths. The transformations are given below and the re
duced system is shown in Fig. 1 with the subscript E [2]. 

Linear 

- W/)KO,- '-PE '- 1 (6) 

r*o, 0); + 2 

Square root 

*o, . = V1-W,-K0 :pE = —(1 - Vl^w,-) - 1 (7) 

The equivalent wall reflectivity pE is introduced to retain the 
effect of backscattering in a physically different, nonscatter
ing problem. The linear scaling is the more accurate one for 
small optical depths and high albedos ( K 0 . < 0 . 5 , co;>0.95). 
For all other problems, square root is the proper scaling. See 
Fig. 5 of [2] for the detailed scaling regimes. As with the first 
scaling, additional details are lost and it is not possible to ac
curately scale the directional heat flux. 

*N-1 

*N-2 " 
(___Jj*N-l 'A 

+ 

m^-^i-i..B 

+ 

~ 
Fig. 2 The multilayer system 

2.2 Multilayer Solution Technique. The scaling tech
nique outlined in Section 2.1 is derived and tested for isother
mal, homogeneous media. In general, the temperature profile 
predicted by the energy equation is not uniform, and the scat
tering particles are unevenly distributed. A multilayer solution 
technique is developed to solve general radiation problems. 

A planar medium is divided into N isothermal and 
homogeneous sublayers. The layout of a multilayer system is 
shown in Fig. 2. The boundary at K = 0 is at temperature T, 
and has an emissivity of e,. The first layer extends from K = 0 
to K = K, and is at a uniform temperature Tm and albedo co,. 
The next layers build on top of the first layer until the top 
boundary is reached. The boundary at K = KN is at temperature 
T2 and its emissivity is e2. 

Using the (N- l)th layer as an example, Fig. 2 also shows 
the principle of superposition which applies to radiative 
transfer. Because the equation of transfer (equation (1)) is 
linear in intensity, an isothermal layer solution is a superposi
tion of three simpler problems: the two boundary incidence 
problems into a cold medium which are labeled B and C in the 
figure, and an isothermal emission problem without boundary 
effects which is labeled A. Depending on the position of a 
sublayer, the boundary incidences may either be the boundary 
wall radiosities or the sum of the energies from the adjoining 
layers. Radiation scaling is applied to each sublayer and the 
equivalent nonscattering heat flux distribution can be ob
tained. Thus, the radiative heat flux within the (N— l)th layer 
is composed of the three contributions 

Qr(K) = q*AfJ_. (K)OT}„N_. +q*B„_, (n)q+ (KN_2) 

+ QcN_, ( K ) 9 ~ ( K N - I ) (8) 

Nomenclature 
a„ = coefficients of phase func- Re 

tion expansion T 
(cos(9) = asymmetry factor Tg 

Dh = hydraulic diameter = 2L 
E„(K) = exponential integral func- T„, 

tion of order n U(K) 
average incident radiation U 
radiant intensity x 
Planck function y 
thermal conductivity a 
channel width jS 
number of sublayers e 
conduction/radiation K 
parameter K0 

N u = Nussel t n u m b e r n 
P(n,ix') = scattering phase function £ 

-P„(ju) = Legendre polynomial of 
order n pE 

Pr = Prandtl number a 
q(n) = heat flux 

qg = boundary incident X 
radiosity 

I 
h 
k 
L 
N 

N„ 

Reynolds number 
temperature 
nondimensional bulk mean 
temperature 
medium temperature 
velocity distribution 
mean velocity 
streamwise coordinate 
transverse coordinate 
thermal diffusivity 
extinction coefficient 
wall emissivity 
optical depth = f3y 
total optical depth = fiL 
cosine of the polar angle 
dimensionless streamwise 
coordinate 
equivalent reflectivity 
Stefan-Boltzmann 
constant 
forward-backward scatter
ing parameter 

io = single scattering albedo 

Superscripts 
* = nondimensional variable 
' = integration variable 

+ = positive K direction 
- = negative K direction 

Subscripts 
a = 

A,B,C = 

c = 
E = 
; = 
J = 

m = 
new = 
old = 

r = 
t = 

anisotropic scattering 
superposition problems 
(Fig. 2) 
convection variable 
equivalent nonscattering 
isotropic scattering 
nodes in K direction 
medium variable 
new iteration values 
old iteration values 
radiation variable 
total combined variable 
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The notation A, B, and C follows the notation in Fig. 2. 
Superscript * denotes normalization with respect to the 
emissive power of a reference temperature. The q+ (KN^2) and 
the q" (KN„2) are the interface radiosities directed in the 
positive and the negative K direction. Tm is the medium 
temperature. The subscript E is dropped in this and other 
equations in this section for clarity. 

The unknown interface radiosities are obtained explicitly by 
applying the superposition principle to each layer. The fun
damental quantity to conserve when building layers on top of 
another is the intensity in each direction. However, since the 
intensity field is no longer accurate, only the directional heat 
flux is conserved at the interfaces. It is further assumed that 
the interface radiosities are diffuse since this makes each 
sublayer consistent with the scaling. The interface radiosity 
equations for a multilayer system are given below 

? + (0) = e^Tt + d-eOq^iO)^ 

<r(*i) = *i;(Ki)^2+9£;(*ita+(K,)+?^(«i)?-(*2) 

<7 + Ui) = Qi*i(Kl)aT*,l+q^(Kl)q
+(0) + q£l(Ki)q-(K1) 

V («2) = </A*3{K2)<jTf„3 +qg*(K2)q
+ U2) + qc*(K2)q- (K3) 

<3+ («2) = ^,*(*2)«'7l, +<7B:(K2)<7+ (KI) + ^ : ( K 2 ) T (K2) 

Q (^N.x) = qA*N(KN_-[)aTlnN + qB*N(KN_l)q
+{KN^l) 

+ <7C>(K/V-I)<2'~UN) 

Q- (KN)=e2aTl + (l-e2)gi*N(KN)aTt
mN 

+ (1 " e2)qi*N {«N)q+ («„_,) + (1 - e2)q£*N (KN)q~ (KN) (9) 

The directional radiative heat fluxes like q% need to be related 
to the equivalent heat fluxes by recalling that 
qr(K) = qf(ic) — q~(i<). Once a temperature profile is given, the 
interface radiosities are the only unknowns in this linear 
system of equations. A banded matrix solver in the IMSL 
library called LEQT2B is used in computation. 

3 G Scaling 

Before considering the energy analysis, the basic ideas 
developed and presented in Section 2 are applied to the 
average incident radiation G. The average incident radiation is 
the zeroth moment of the intensity field (equation (3)) and is 
related to the slope of the radiant heat flux distribution 

- ^ = ( l - c J ) [4a r t ( / c ) -G( K ) ] (10) 
an 

The G scaling from anisotropic to isotropic is shown to be ac
curate in [1]. Judging from the radiant heat flux distribution 
comparisons between the exact isotropic and the equivalent 
nonscattering cases [2], it is inferred that the equivalent 
nonscattering G scaling is not as accurate. 

Equivalent nonscattering G distribution is calculated by 
first applying the appropriate scaling from equations (6) and 
(7) to a scattering layer. Then the equation of transfer is solved 
for the resulting reduced system (Fig. 1) 

Fig. 3(a) Scaling: isothermal emission problem 
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Fig. 3(b) G scaling: boundary incidence problem 

GE(KE) = 2IT{I+(.0)E2(KE) + I- (K0E)E2(K0E -KE) 

+ Ib(Tm)[2-E2(KE)-E2 (K0E-KE)] ] 

1.0 

(11) 

where 

with 

/+ (0) = A /C and / - ( K0E ) = B/C 

A = (l-pE)Ib(Tl) + 2pE(l-pE)E3(K0E)Ib(T2) 

+ 2pE[\ + 2PEE3(K0E)] [ i — £ 3 (K0E)]I„ ( T J 

B = (l-pE)Ib(T2) + 2pE(l-pE)E3(K0E)Ib(T}) 

+ 2pE[l + 2PEE3(K0E)] [ ~ E 3 (K0E)]I„ ( T J 

and 

C=1-4PEE2
3(K0E) 

where / + (0) and I~ (K0 ) are the boundary incident intensities 
and E2(KE) and E3(K0J are the exponential integral function 
of order 2 and 3. Ib represents the Planck function. T„, is 
again the uniform medium temperature. T, and T2 are the 
boundary wall temperatures. The equivalent reflectivity is 
written as pE. The successive substitution method is employed 
to obtain the isotropic solution [1]. 

Comparisons between the exact and the scaled G distribu
tions, applying the above equations to the complete single 
layer, are shown in Fig. 3. In Fig. 3(a), a sample of the com
parisons for an isothermal emission problem is presented. 
Results for boundary incidence into a cold medium are 
presented in Fig. 3(b). Both the linear and the square root scal-
ings are utilized in the cases shown. From these and other 
comparisons, it is concluded that the G scaling is accurate for 
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Fig. 4(b) Multilayer G scaling: boundary incidence problem 

low-albedo and small optical depth problems. Large optical 
depth and low-albedo problems also scale well. The scaling ac
curacy becomes unacceptable as the albedo increases and scat
tering dominates the problem. 

The effect of scattering is more accurately included by ap
plying the scaling to a multilayer system. That is, the layer is 
divided into iV sublayers and each layer is scaled. The formula
tion described in Section 2.2 is used to calculate the interface 
radiosities. The G distribution is then calculated by applying 
equation (11) within each layer. The results for the isothermal 
emission and the boundary incidence cases are shown in Fig. 
4(a) and Fig. 4(b), respectively. Exact isotropic G distributions 
are shown compared with the multilayer scaled solutions 
where the number of sublayers range from N= 1 to 2000. For 
N= 1, the scaling regime dictates whether the linear or square 
root scaling is used. The scaling for each layer is linear for the 
larger iV cases presented since the sublayer size is always in the 
linear regime. 

It is evident that the scaling accuracy is greatly improved for 
the high-albedo cases, especially when the optical depth is 
large. For the other cases, the accuracy generally improves 
with larger TV. A maximum N of 100 is sufficient to achieve 
good accuracy. For small optical depth, low-albedo problems, 
taking a larger number of divisions tended to decrease the scal
ing accuracy. Little improvement is expected for these cases 
for which the single layer scaling was already accurate. The 
phenomenon which is accentuated is the compounding of the 
error attributable to the assumption of diffuse interface 
radiosities to build the multilayer solution technique rather 
than using intensity. Notice, however, that this phenomenon 
does not dominate those problems for which scattering is im
portant and that the error is bounded as N increases. The 
Af=2000 results shown in the figures are virtually in-

Fig. 5 Physical system for energy analysis 

distinguishable from the N= 100 results. In general, the 
average incident radiation is accurately predicted by applying 
the scaling to a multilayer system. 

4 Energy Analysis 

4.1 Scaled Energy Equation. The physical system of Fig. 
5 shows the variables and the coordinates for the energy 
analysis. The energy equation for the channel flow is written 
in a nondimensional form 

dT* d2T* 
U*(K)-

3$ dK
2 

1 Sq* 
4Nrr dK 

(12) 

where 

u* = u/U, T* = T/Tx, £ = 
xctfi2 4n2

0(x/Dh) 

U RePr 

K = 0y, q*=qr/oT\, and Ncr = k$/4oT\ 

The medium properties are a, the thermal diffusivity; /?, the 
extinction coefficient; and k, the thermal conductivity. Dh is 
the hydraulic diameter. The velocity profile is normalized with 
respect to the mean velocity U. The temperature is normalized 
to the boundary temperature T{. £ is the streamwise coor
dinate variable and includes the flow information as well as 
the optical depth. Na. is the conduction/radiation parameter. 
The viscous dissipation and the streamwise conduction and 
radiation effects are neglected. The energy equation for radia
tion/conduction is the same as above with the left-hand side 
term set equal to zero. 

Applying the scaling of equation (5) to equation (7) yields 

U*{KE)-
dT* 

"ail 
d2T* 1 dq, rE 

4N, crE 
dKc 

(13) 

where 

£B = (l-M f l(cosfl»(l-«,)f 

Kfi = (l-«>fl(cOS0))(l-a>,> 

A^=<1- -coa(cos<?»(i-co,.yv;r 
The radiation contribution is expressed in terms of the average 
incident radiation (equation (10)). The albedo is equal to zero 
for the equivalent nonscattering problem and the scaled 
energy equation becomes 

U*(KE)-
dT* 

dHE 

d2T* 1 

N, "E 

[T*4(KE)-\GE(KE)] (14) 

where G*E = GE/oT\. Again, equation (14) with u* = 0 is the 
scaled energy equation for conduction/radiation problem. 

The multilayered approach developed for radiation in Sec
tion 2.2 is appropriate for a finite difference solution of the 
scaled energy equation. The sublayers for the radiation scaling 
are the control volumes for the differencing. The uniform 
layer temperature needed for the radiation calculation 
represents an energy averaged temperature of the cell. This 
temperature is assigned to a node point which is at the center 
of the sublayer. Although nonhomogeneous media can be 
handled, only homogeneous media are considered in subse
quent sections where the scaled energy results are presented. 
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Table 1 Total heat flux for K0 = 1.0 
:1.0 = 0.1 

Ncr 

1.0 

0.1 

0.01 

w 
0.0 

0.5 

1.0 

0.0 

0.5 

1.0 

0.0 

0.5 

1.0 

X 

1.0 
0.0 

- 1 . 0 
1.0 
0.0 

- 1 . 0 

1.0 
0.0 

- 1 . 0 
1.0 
0.0 

- 1 . 0 

1.0 
0.0 

- 1 . 0 
1.0 
0.0 

- 1 . 0 

exact 
2.572 
2.594 
2.550 
2.512 
2.602 
2.519 
2.456 
0.769 
0.793 
0.750 
0.712 
0.802 
0.719 
0.656 
0.567 
0.600 
0.559 
0.523 
0.622 
0.539 
0.476 

scaled 
2.530 
2.580 
2.538 
2.502 
2.625 
2.536 
2.469 
0.726 
0.779 
0.737 
0.701 
0.825 
0.736 
0.669 
0.544 
0.583 
0.544 
0.510 
0.645 
0.556 
0.489 

exact 
2.221 
2.157 
2.154 
2.150 
2.048 
2.047 
2.047 
0.403 
0.349 
0.346 
0.343 
0.248 
0.247 
0.247 
0.158 
0.131 
0.130 
0.129 
0.068 
0.067 
0.067 

scaled 

2.239 
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2.163 
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2.048 
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0.415 
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0.353 
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0.133 
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0.068 
0.068 
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K/K0 

Fig. 6 Radiation/conduction temperature profiles 

The scaled equation becomes invalid when u> = 1.0 because 
conservative scattering uncouples the energy equation from 
the equation of transfer. The radiation scaling is then inap
propriate for the energy equation although it still applies to 
the radiation solution. For this case, only the conduction or 
the convection problem, without radiation incorporated, 
needs to be solved in order to obtain the temperature profile. 
The scaling is applied to the radiation portion of the problem 
with the resulting temperature profile. 

4.2 Radiation/Conduction Results. The scaled energy 
equation is discretized for the radiation/conduction in one-
dimensional planar layer as 

(AKE)2 . _ _ . 1 
?7- -277+77-i - i N, [7 r - T G!; ] = 0 

crE 
4 

(15) 

where j corresponds to the K direction node subscript (see Fig. 
5). The temperature and the average incident radiation are 
normalized with respect to 7\ and the emissive power at 7\ , 
respectively. The discretization is derived from a control 
volume approach where the energies are balanced within each 
sublayer [11]. The solution is obtained by iterating from an 
old temperature distribution to a new one until the con
vergence criterion is met. An iterative solution is advantageous 
for a number of reasons. First, the discretized system is much 
easier to solve even with the required iteration. Second, it 
allows GE to be calculated from the multilayer solution tech
nique because the needed temperature distribution is available 

in the form of an old iteration result. The discretized energy 
equation (equation (15)) is similar to a conduction problem 
with a nonlinear source term from the radiation contribution. 
Rather than iterating with the entire source term from the 
previous iteration, the source term is linearized as 

1j A EJ J old J new 
_ -1 7-* 4 

J old 
n* 

4 3/oid 
(16) 

This type of linearization results in a well-formulated and 
stable system of equations which includes a portion of the 
radiation contribution directly. With the linearized source 
term, equation (15) can be rewritten as 

-l + A/+1' ( 2 + 4 n l d 
(A%)2 

N, crE 
)z7= 1 j - + - N, crE 

I •'old 

4G«oidj (17) 

The results are presented in Table 1 and Fig. 6 for the prob
lem of diffuse, isothermal walls, 77*= 1.0, 7^ = 0.5, ei=e2. 
Nonscattering, isotropically scattering, and linear anisotropic 
media where x is the forward and the backward scattering 
parameter are considered. The corresponding asymmetry fac
tors are (cos 0} = O.333 for x=1 .0 and (cos0)= -0.333 for 
X = - 1 . 0 . The presented cases are compared with the solutions 
from Yuen and Wong [7]. An absolute temperature difference 
of less than 0.0001 is used as the convergence criterion. This 
criterion resulted in heat flux distributions which are uniform 
to within 0.005 except for the large optical depth of K0 = 10.0. 
The iteration is started from the conduction temperature pro
file. The total heat flux is given by 

r dT* 1 
Vt=\-Ncr~ + q?\ (18«) 

L OK _U = 0 

and the scaled total heat flux is given by 
dT* , -, 

•1*E\ 97K -N, crE 3KE "E" (186) 

The scaled total heat flux results in Table 1 compare within 
5 percent to the exact. The scaled solution is also able to 
predict the temperature profile accurately (see the comparison 
between the data points from [7] and the scaled temperatures 
for the two cases in Fig. 6). The overall accuracy is excellent. 

The effect of radiation on the heat transfer and the 
temperature profile is discussed from the scaled solutions. 
Figure 6 shows the linear temperature profile for the oi = 1.0 
case, which is exactly the result for a pure conduction case 
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Fig. 7 Effect of radiation/conduction parameter on Nusselt number 

(Ncr~ oo). The two profiles for K0 = 10.0 show that the optical
ly thick limiting problem for which the diffusion approxima
tion is often applied is indeed similar to a conduction problem. 
Of these two, the profile for a smaller Ncr = 0.01 shows much 
more nonlinearity. Temperature profiles for small optical 
depth, the three cases of K0 = 1.0 at Ncr = 0.01, show pro
nounced nonlinearity. There is however no temperature slip at 
the walls with conduction. The effect of wall emissivity on the 
temperature profile is seen by comparing e = 0.5 and e=1.0 
cases for co = 0.0. The e = 0.5 shows steeper temperature gra
dients at the walls while becoming very flat for the middle part 
of the layer. The effect of albedo compares the co = 0.0 case 
with the co = 0.5 case. Only a small effect is noticed. It is hard 
to draw conclusions on the effect of anisotropy from the 
temperature profiles presented. 

Table 1 shows that the anisotropy has a definite effect on 
the combined heat flux. Backward scattering always decreases 
the total heat flux. The effect of anisotropic scattering is more 
pronounced for the larger emissivity and also as the albedo in
creases. It is seen earlier that for smaller emissivity, the 
temperature profile shows larger gradients at the walls. 
However, the overall effect of a smaller emissivity is to reduce 
the total heat flux. 

4.3 Radiation/Convection in Thermally Developing 
Poiseuille Flow. Results are presented for the thermally 
developing Poiseuille flow problem shown in Fig. 5. The fully 
developed laminar velocity profile is 

2 

u* = u/U=6 [-"(-)] (19) 

The boundary conditions for solving the energy equation 
given in Section 4.1 are 

7(0, t-)=T(K0,£)=T1 f o r £ > 0 
T(K, 0) = TO = 0 for 0 < K < K 0 

The walls are gray and diffuse reflecting with emissivities of 
e1=e2 = e. Only isotropic scattering media are considered. 
Solving the energy equation yields the temperature profile. 
The Nusselt number is defined as 

K„ r ST* "1 
Nu, = - AN„ + q*\ = Nuc + Nur (20) 

' "Kr ""• T£) L cr dK
 rJ«=o c r ' 2N„(T\-T*B) L tr dK 

where the bulk mean temperature is defined as 

[\L
ou(y)T(y)dy]l[T^ou(y)dy (21) 

The scaled energy equation (equation (14)) is solved with the 
velocity profile in the scaled equivalent domain as 

U*(KE) = 6[(KE/K0E)-(KE/KQE)2] . (22) 

The boundary conditions become 

1 
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Fig. 9 Effect of albedo on Nusselt number 

7T0, kE) = T(K0EAE)=Tl for ^ > 0 

T(KE, 0 ) = T 0 = 0 for 0<KE<KOE 

The equivalent Nusselt number is calculated by 
KoE T . . . dT* 

NU<e=2N, 'crE(Tl-T*E) 1)1 
AN, + a* 

"E dKF ^ - KE = 0 

= Nu C £ +Nu r £ (23) 

Computationally, this radiation/convection problem builds 
on the radiation/conduction problem. Discretization in the KE 

direction across the channel is taken exactly the same way as in 
Section 4.2. Downstream differencing utilizes a first-order ful
ly implicit scheme. Differencing in the ££ direction is not as 
accurate as in the KE direction but the scheme is stable. The 
source term from radiation is again linearized by equation 
(16). The iteration seed at a new £E step is obtained by solving 
the convection only problem. This seems to be a logical choice 
because the energy equation neglects streamwise radiation 
effect. 

The downstream marching technique by the iterative fully 
implicit method is time consuming and inaccurate, especially 
far downstream of this numerically stiff problem. But when 
small time steps are taken, the accuracy is good as compared 
with the numerical solution presented by Chawla and Chan [8] 
who use the method of collocation. As the Nusselt number 
and the temperature profiles are discussed, the accuracy of the 
scaled solutions is also shown. 

The first effect to discuss is that of the radiation/conduc
tion parameter Ncr. Figure 7 shows the comparison for Nur 

and Nuc with the data points from [8]. It also shows that for 
M. =0.1 , the total Nusselt number follows the same trend 
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reported for the pure convection case, that is, it decreases 
downstream to an asymptotic value. Larger Ncr cases are not 
included in the figure because they are very similar to the 
YVcr = 0.1 case. For the radiation dominant problem of 
N„ = Q.Ql, not only is the radiation an overwhelming con
tributor to the total Nusselt number, but Nu, decreases at first 
to a minimum but then increases beyond this point. This 
behavior is pointed out not only by [8, 9], but also by [12] for 
circular tube flow problems. The effect of radiation for 
Ncr = 0.01 is further illustrated in Fig. 8. The temperature pro
files are in general agreement with Chawla and Chan [8] who 
present the same results for a; = 0.0. It is seen that for 
Ncr-0.l, the profiles do appear to be reaching a similar 
asymptotic profile when the temperature is normalized with 
respect to the bulk mean temperature. No such similarity is 
observed for the N„ = 0.01 case. 

It is concluded that the radiation dominant case is the most 
interesting and pertinent for studying the effect of radiation in 
this problem. The effect of albedo is shown for JV„. = 0.01 in 
Fig. 9. The Nur and Nuc for the albedos of 0., 0.35, and 0.65 
are compared with Chawla and Chan's numerical results. The 
case of co = 0.9 is shown to illustrate the effect of high albedo 
even though [8] does not present results with which to com
pare. The scaled Nu results consistently overpredict Nu r. As 
albedo increases Nur drops drastically, reducing the total heat 
flux. Together with the convective Nuc, the total Nu, does go 
through a minimum and then increases further downstream. 
But this effect is diminished for higher albedos. In fact, for 
oi=l.O the total Nu is close to the shown Nuc of to = 0.9 and it 
is precisely the Nu for pure convection. The albedo effect of 

the developing temperature profile is shown in Fig. 10 for the 
same cases as in Fig. 9. The figure presents the positions 
£ = 0.005 and £ = 0.05. The co= 1.0 profile is same as the pure 
convection profile. The effect of increasing the albedo is to in
itially raise the temperature near the walls while flattening the 
profile at the center. Further downstream, the profiles become 
steeper as albedo increases. Although not indicated in the 
figure, the oi = 0.0 cases were compared against those shown 
by Chawla and Chan and the comparisons are very favorable. 

Lastly, the effect of transverse optical depth is shown in Fig. 
11. For AT.,. = 0.01, K0 = 0 .2 , 2.0, and 10.0 are shown. The 
radiation contribution for the small optical depth is negligible. 
The convective contribution remains roughly the same order 
ofmagnitude as the optical depth increases. The radiation Nur 

increases noticeably as K0 increases. The peculiar phenomenon 
of increasing total Nusselt number downstream is more pro
nounced for K0 = 10.0. 

5 Conclusions 

Radiation scaling is applied to the energy equation, which is 
solved by a finite difference technique. This allows for the use 
of the multilayer solution technique developed for radiation. 
The multilayer technique is important because it improves the 
G scaling accuracy. The scaled results for radiation/conduc
tion are presented for one-dimensional planar layer problems. 
Heat flux and the temperature distributions are predicted ac
curately. The results for the thermally developing Poiseuille 
flow are also shown to follow the trends previously shown by 
other workers. 
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The Formulation of Spraf 
Combustion Models: Resolution 
Compared to Droplet Spacing 
Formulations of the governing equations for burning air/fuel spray mixtures are 
discussed. The subsystem of equations describing liquid properties is formulated in 
three ways: Eulerian description, Lagrangian description, and probabilistic or 
distribution function description. The relationships among these approaches and the 
relative advantages and disadvantages are discussed. The reduction of numerical er
ror, the ability to resolve multivalued solutions, and the ability to achieve resolution 
a scale smaller than droplet spacing lead to a preference of the Lagrangian method 
over the Eulerian method. However, when resolution is desired on a scale smaller 
than the average droplet spacing, the location of each droplet is known only in a 
statistical manner. The advantages of a probabilistic formulation in this case are 
evaluated. 

I Introduction 
The problem of spray combustion is of vital importance to 

practical combustors. It is mandatory to have reliable models 
of the relevant mechanical, physical, and chemical systems in 
order to achieve the predictive capability desired by the prac
ticing combustion engineer and to acquire the understanding 
and insights sought by the combustion scientist. 

In any review paper on the subject of spray combustion, 
complete coverage of the contributions cannot be presented on 
account of the limitations of times and expertise of any 
author. In this paper, which was an invited review at the 1984 
ASME Winter Annual Meeting, the author does not even at
tempt to cover all material of interest to him since he has 
recently published an extensive review [1] on fuel droplet 
vaporization and spray combustion. Herein, the emphasis will 
be placed on the two-phase flow models that form the basis 
for computation. 

An important factor for spray combustion calculations is 
the vaporization rate of individual droplets. Most of the ex
isting work does not completely account for the effect of 
neighboring droplets on the rates of heat and mass transport 
and vaporization for any given droplet. There are two major 
ways in which these rates are affected. Firstly, the ambient gas 
properties just outside the film or boundary layer surrounding 
each droplet are affected by neighboring droplets since the gas 
exchanges mass, momentum, and energy with those droplets. 
Secondly, the Nusselt number or Sherwood number (or 
equivalently the characteristic length scales) is affected by the 
presence of the other droplets. The former phenomenon has 
been considered widely but the latter phenomenon has re
ceived limited attention [1-7]. The results of the spray calcula
tions can be strongly related to the details of the vaporization 
model [8-15]. This is especially true in typical combustion 
situations where the ambient gas temperature is high and the 
vaporization rate is so high that droplet lifetimes and droplet 
heating times are of the same order of magnitude. It is 
noteworthy therefore that one should be very suspect of em
pirical spray vaporization based upon experimental data ob
tained in lower temperature ranges. The issues related to the 
vaporization rate of individual droplets will not be further 
discussed here. 

In this paper, we shall discuss various approaches to for
mulating the system of differential equations that governs the 
spray and gas behavior in a coupled manner. Some comments 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division April 29, 
1985. Paper No. 84-WA/HT-26. 

will also be made about numerical methods of solution. The 
concept of treating the droplet properties as if they were con
tinuous in the same domain as the gaseous properties will be 
discussed. This conceptual approach is useful when we are in
terested in resolving gas and liquid properties on a scale that is 
large compared to the average spacing between droplets. Here 
a droplet property at a point in space and time represents the 
average value over many droplets in a neighborhood of that 
point. An alternative approach is to track individual droplets 
and to calculate the properties for each droplet in the domain 
of interest. Obviously, this approach is useful when we are in
terested in resolution on a scale smaller than the average 
distance between droplets. 

Several examples of such situations, where resolution must 
be finer than the droplet spacing, can be cited. Firstly, in the 
ignition of sprays by sources which are hot bodies or jets of 
hot gases, a thermal layer develops with time at the edge of the 
spray bordering the ignition source. Typically, the thermal 
layer reaches a thickness of a few millimeters at the end of the 
ignition time delay for a hydrocarbon fuel spray at at
mospheric and near-stoichiometric conditions. For droplets of 
the order of 50-100 jum in diameter and near-stoichiometric 
mixtures, that thermal layer thickness is only a very few 
droplet spacings. A second example concerns a laminar flame 
propagation through a spray. For reasonably volatile fuels or 
for small droplets, the fuel vapor content in the mixture ahead 
of the flame can be sufficiently great to sustain a flame which 
would be a few millimeters in thickness. The droplets passing 
through this flame will heat and vaporize rapidly augmenting 
the combustion of the prevaporized fuel. Again, the thickness 
of the prevaporized fuel flame is a few droplet spacings so that 
fine-scale resolution with inherent unsteadiness is required. 
Another example involves group combustion of spray as 
defined by Chiu and co-workers [16-18]. In the limiting case 
of group combustion, a case of external sheath combustion 
results where only the droplets in a thin sheath or layer at the 
edge of a group of droplets are vaporizing. This layer regresses 
toward the interior of the sheath. Under proper conditions, 
this layer is only a few droplet spacings thick. 

In each of the above examples, the results depend upon the 
initial conditions of the droplets including location, velocity, 
diameter, temperature, and composition. In a real spray these 
conditions will not be known exactly; only a distribution or 
probability function can be assigned. However, once we know 
the initial conditions for the droplets we can proceed to solve 
the problem in a deterministic fashion. 

In Section II, we shall consider a two-continuum formula
tion wherein the gas properties and the droplet properties are 
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each described by equations in the Eulerian form. This 
Eulerian-Eulerian form is not useful when resolution is 
desired on a scale as small as or smaller than the average 
distance between droplets. In Section III, we examine an 
Eulerian-Lagrangian approach wherein the gas properties are 
formulated in an Eulerian manner and the droplet properties 
are given in a Lagrangian formulation. We shall see that such 
a formulation is useful over a wide range of resolution. 
However, when resolution over a very fine scale compared to 
.average droplet spacing is required, the practical problem 
becomes probabilistic rather than deterministic since we do 
not know exactly where each droplet is at each instant of time. 
In Section IV, a probabilistic formulation and its relationships 
with other formulations are discussed. This method also 
allows for a wide range of resolution since the probability den
sity function (pdf) can be considered to give the number of 
droplets found in the smallest volume of resolution when the 
scale of resolution is very large compared to the average 
distance between droplets. When the resolution scale is very 
fine, the pdf shall be considered as the probability of finding 
one droplet in that smallest volume. Usually, the pdf approach 
has been used as a basis for analysis which yields other for
mulations that are employed for final solution of the spray 
behavior. In Section V, we discuss direct solution using the 
probabilistic formulation in cases where resolution on a very 
fine scale is desired. Concluding remarks are given in Section 
VI. 

II Eulerian-Eulerian Formulation 

The describing equations for a vaporizing and reacting 
spray can be obtained by a standard control volume approach 
which accounts for the fluxes of mass, momentum, and energy 
for the gas phase and also for the liquid phase through enter
ing and exiting the control volume. Unsteady storage terms in 
the volume, exchanges of mass, momentum, and energy be
tween the phases, and effects of chemical reaction are con
sidered in order to balance the equations. Species conservation 
equations are written for each of the gas-phase species via the 
same control volume approach. Under the assumption that 
coalescence and breakup of droplets are insignificant after the 
initial atomization period, droplet numbers are conserved and 
the control volume method yields a droplet number continuity 
equation. The continuity equations for droplet number densi
ty and for droplet distribution function in this paper are for
mulated such that droplets are counted even after the radius 
becomes negligible or zero. If compared to experimental data, 
renormalization is therefore necessary since only droplets of 
certain minimum radii can be counted experimentally. 

The equations may be derived in one, two, or three space 
dimensions in a steady or unsteady form. The gas-phase and 
the droplet properties are considered to be continuous in space 
and time. This implies that the properties at any point are the 
average values over some neighborhood of that point. The size 
of that neighborhood is much larger than the average spacing 
between droplets. This averaging method allows for the super
position of a continuous gas field and a continuous liquid 
droplet field. The initial conditions could be specified in a 
locally monodisperse fashion. This means that at each point in 
space one initial droplet size is specified. Since the equations 
do not allow for multivalued solutions, the spray will remain 
locally monodisperse. If desired, a polydisperse spray may be 
represented by the superposition of several monodisperse 
sprays. This is equivalent to approximating a continuous size 
distribution function by several delta functions. When this is 
done, we must formulate equations for the conservation of 
mass, momentum, energy, and droplet number for each 
distinct class of droplet as determined by the initial size. 

In our formulation, we shall examine a multidimensional, 
unsteady situation for a dilute spray. In this spray, the volume 
of liquid contained in a volume of the smallest resolution is 

very small compared to that volume. Realize that in a combus
tion situation the mass of air required is at least one order of 
magnitude larger than the mass of fuel required. Furthermore, 
except for near-critical or supercritical situations, the liquid 
density is one to three orders of magnitude greater than the gas 
density. We will not use a void fraction in the equations for 
this reason. 

The droplet continuity equation becomes 

d„w 3(/#> «,<*>) 
j 

dt dX: 
0 (1) 

where n w , w(Ar>
y, t, and Xj are the droplet number density, the 

droplet velocity component in the j direction, the time coor
dinate, and the spatial coordinate in they direction, respective
ly. The superscript k represents the integer index for the class 
of droplets as determined by the initial size. For a 
monodisperse spray k = 1 while for a polydisperse spray 
k = 1,2, . . . , N where N is chosen to give a reasonable fit to 
the distribution. 

After some manipulation, the other conservation equations 
for the droplet properties will yield a droplet size equation, a 
droplet drag equation, and a droplet energy equation. The 
droplet size equation is 

dRW 
-+M (*). 

dRM — /»,(*> 
(2) 

dt ' " 'J dxj 4ir(RW)2
Pt

 K ' 

where R{k) is the instantaneous droplet radius, pt is the liquid 
density, and mf® is the mass vaporization rate of a droplet. 
This rate is determined by some algorithm based upon a 
physical model of the behavior of the field in the liquid droplet 
and in the surrounding gas film. See [1, 8-15]. 

The droplet drag equations are given as 

du,.™ 
-+K, (*) 

a«,.« 
=F,<*> (3) 

dt 'J dxj 

where F,-W is the jth component of drag force on the droplet 
per unit mass of droplet. This drag can be modeled based 
upon some empirical evidence in the literature. (See [1].) 

The liquid-phase energy equation may be formulated as 

dxj RW dr J 
(4) 

where e,(k) is the average thermal energy per unit mass in the 
liquid. (Note that temperature gradients will exist in the liquid 
and the temperature variation can be determined by a solution 
of the heat diffusion in the liquid phase.) X, is a liquid thermal 
conductivity, 71/*' is a liquid temperature, r is radial position 
in the droplet, and 5 is an index indicating a value at the 
droplet surface. The heat flux term should be taken as an 
average value over the surface. 

The gas-phase continuity equation states that 

dt 
<*>«„<*> (5) 

where p and Uj are the gas density and gas velocity component 
in they direction. The species continuity equations are written 
as 

AfcK.n.JL <,„,*») 
dx< 

(k)M(k,t) + w>' (6) 

Here Y^ is the mass fraction of species /, D is a mass dif-
fusivity (which is assumed to be the same for all species), m^ 
is the mass vaporization rate for the fth species (which is zero 
if that species is not one of the components of the fuel blend), 
and w(/) is the mass chemical reaction rate for the /th species 
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(which is nonzero if that species is a reactant or a product). 
Note that 

N 

^ W = I X ( M (7) 
/ = i 

where N is the number of different species present. The N 
species equations can be summed to yield the continuity equa
tion; therefore, only N- 1 of the equations are independent. 

The gas momentum equation can be formulated as: 

'£^*-g--&-!1"»*."K»-*i 
N 4 

- D -JLp,[/?W]3„(*)/7,W (8) 
*=1 3 

Here p is the pressure and Ty is the viscous stress tensor. 
The gas energy equation may be written as follows: 

dT dT d ( dT \ dp 

N N 

= E ™mQm - D nWm^lh-h, +i«eff] (9) 
* = 1 k=\ 

where T, cp, A, and h are the gas temperature, specific heat, 
thermal conductivity, and enthalpy outside of the gas films 
surrounding droplets. hs is the gas enthalpy at the droplet sur
face; <2(/) is the energy released in combustion of the /th com
ponent (if that component is not a fuel, Qm is zero); and L{k\H 

is an effective latent heat of vaporization which accounts for 
the heat conducted into the surface of the droplet. This form 
of the energy equation is based upon a neglect of kinetic 
energy, viscous dissipation, radiation, and transport of energy 
via mass diffusion of species with different specific heats. Part 
of this heat is necessary for vaporization and the remainder is 
stored in the liquid interior. 

It can be shown that 

/ , («=/ ,<*>+ 4 ^ , - ^ - ) (i?W)2/iBBW (10) 
or / s 

where Z,w is a latent heat of vaporization for the fuel. For a 
single-component fuel, Z,(Ar) may be regarded as a constant in
dependent of droplet size while for a multicomponent fuel, it 
depends upon the relative vaporization rates and the latent 
heat of each component. In that case, it implicitly can be time 
and size dependent. For proper evaluation of that heat flux, a 
droplet heating and vaporization model is required. See [1, 
8-15]. 

An ideal gas law may be written as 

P = PRT (11) 

where the gas "constant" R depends upon the local mixture 
composition. 

The above-described model is based upon diffusion gov
erned by Fick's Law and laminar flows. Generalizations for 
other situations have been presented in the literature. The 
chemical rate terms may be modeled here via single-step or 
multistep kinetics as preferred. The formulation also assumes 
that the time for energy and mass transport across the gas film 
surrounding a droplet is negligible. 

Equations (1) through (4) represent 4Â  equations governing 
the liquid properties « w , R(k), u,.{k), and e,(Ar). Of course, since 
equation (3) is a vector equation, we really have 6N scalar 
equations. Equation (4) is, however, never actually employed 
in the form presented. In the special case where droplet 
temperature is assumed to be uniform in the droplet, we con
sider that e,(k) is directly proportional to T,m and that the heat 
flux term on the right-hand side of equation (4) is not 

represented in terms of a temperature gradient at the surface 
but rather as the difference between the heat flux coming from 
the gas to the surface and the rate of energy conversion 
associated with the vaporization process. In general, for com
bustion applications where heating rates are rapid, the 
uniform temperature model is not recommended. In the case 
where temperature gradients in the droplet are taken into ac
count, it is not useful to evaluate e/*' which is the average liq
uid thermal energy per unit mass. Therefore, equation (4) is 
not employed. Rather, the equations governing energy 
transport in the film surrounding the droplet and in the liquid 
interior are solved as discussed in [1, 8-15]. 

Equations (5), (6), (8), and (9) represent a subsystem of 5 + 
(N- 1) partial differential equations governing scalar gaseous 
properties. They can be solved numerically via finite dif
ference schemes on an Eulerian mesh by explicit, implicit, 
block implicit, or split operator techniques. In general, the 
problem has many time and space scales and it is difficult to 
give a general preferred method for integration. Note that in 
the one-dimensional case with low flow Mach number, the 
momentum equation (8) may be replaced by a uniform 
pressure assumption. In confined flows, the pressure may still 
be time varying. An example of this type of calculation is 
given in [19]. 

The subsystem of equations governing the droplet proper
ties is also solved numerically by finite difference schemes on 
an Eulerian mesh. The numerical scheme might introduce ar
tificial diffusion into the results. Although the same effect 
may be present with the gas properties, it is less severe there 
since it is superimposed upon real diffusion effects. Since no 
physical diffusion of liquid properties occurs (the behavior is 
totally hyperbolic), artificial or numerical diffusion is more 
bothersome there. An example of a troublesome situation is 
one where a sharp boundary exists between a region where fuel 
spray and gas occur and a region where only gas exists. 
Numerical errors could lead to a diffusion of liquid properties 
across these boundaries. 

In this two-continuum approach, droplet properties repre
sent averages in neighborhoods so that only single-valued 
solutions should be allowed. In practice, however, 
multivalued solutions are possible and interesting. This occurs 
when we have two or more clouds of droplets (all in the same 
class as determined by initial size), with each cloud following 
different paths which cross in space and time. Realize that, 
since the droplets are small in size compared to the average 
spacing between droplets, the droplet clouds may cross paths 
with each other with no or negligible collisions. In general, the 
droplets in different clouds will have different properties such 
as size and temperature, even if initially they were of the same 
size and same temperature. Therefore, the two or more clouds 
on intersecting paths should have different temperatures, dif
ferent diameters, and different velocities. Such physically 
meaningful multivalued solutions are lost due to a combina
tion of the averaging of properties and the large numerical dif
fusion which occurs when the two clouds approach each other 
creating large gradients of the averaged properties. Note that 
most finite difference schemes are designed to provide unique 
solutions to partial differential equations and would 
automatically suppress multivalued evolutions. 

The two-continuum approach is not able to resolve 
phenomena on the scale of the droplet spacing since averaging 
occurs over a distance that is large compared to that spacing. 

On account of these problems with an Eulerian-Eulerian 
formulation, the approach of the next section becomes worthy 
of attention. 

I l l Eulerian-Lagrangian Formulation 

An alternative approach [20-22] has received attention in 
recent years. The gas-phase subsystem of equations (5)-(ll) 
remains the same as in the previous section. The droplet prop-
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erties are no longer governed by equations (l)-(4), however. 
Instead, ordinary differential equations are written which 
describe the change in droplet properties along the droplet 
path. 

We have the choice of following every individual droplet 
which is representative of a fixed number of droplets in a 
neighborhood. It is assumed here that initial conditions are 
continuous so that any droplet which begins in the 
neighborhood of some given droplet remains in the 
neighborhood of that droplet as they both move. On account 
of this type of calculation which involves a fixed number of 
droplets, there is no need to develop an equation for the con
servation of droplet numbers; droplet numbers are 
automatically conserved. 

It is necessary to track the droplets as they move. The trajec
tory is given by 

where x„(k) is the position of the center of the droplet in the 
km size class. In general, the paths will not pass through mesh 
points for the Eulerian calculation of the gas-phase properties. 

The droplet radius is governed by 

~~dT~~ 4ir(RW)2p, U 3 ) 

This is essentially equivalent to equation (2) except that a 
Lagrangian time derivative is taken. 

The droplet velocity is given by the relationship 

du„w 
dt 

= P.W 

while the droplet thermal energy can be calculated via 

Pi ~~dT~ Rw 
X, dr ) , 

(14) 

(15) 

Note that equation (12) not only gives the droplet path but it 
also describes the characteristic direction for the first-order 
hyperbolic partial differential equations (2), (3), and (4). We 
may view equations (12)—(15) as describing a method of 
characteristics whereby integration occurs along the 
characteristic paths. 

The integration of these ordinary differential equations 
along the trajectories or characteristic lines avoids numerical 
diffusion which would result from upwind differencing of the 
spatial derivatives in the hyperbolic equations (l)-(4). One 
must be careful, however, in interpolation between the 
Lagrangian mesh and the Eulerian mesh. This interpolation is 
necessary because the droplet equations and the gas equations 
are strongly coupled due to the exchange of mass, momentum, 
and energy and the characteristic paths, in general, pass be
tween rather than through the Eulerian mesh points. The in
terpolation scheme should be second order accurate in order 
to avoid errors of the same magnitude as the numerical diffu
sion which has been eliminated [21]. 

When resolution is desired on a scale large compared to the 
spacing between droplets, each characteristic is representative 
of many droplets. The characteristics along which droplet 
calculations are made should be chosen so as to be separated 
by a distance of the same order of magnitude as the Eulerian 
mesh size for the gas property calculations. In this case, 
characteristics may cross, implying multivalued solutions, 
without significant collisions between droplets. 

In the case where resolution is desired on a scale small com
pared to the spacing between droplets, a calculation of equa
tions (12)-(15) is performed for each droplet. Obviously, a 
limited number of droplets can be considered in accordance 
with computer resources. The Eulerian mesh size for the gas 
property calculations is taken to be small compared to the 
droplet spacing. The approximation is made that the droplets 

provide point monopole sources of mass, momentum, and 
energy so droplet diameter and varying vaporization rate over 
the droplet surface are not taken into account. Typically, no 
more than one droplet center and usually none exists in any 
cell defined by the Eulerian mesh points. The source terms are 
distributed via linear interpolation at the two, four, or eight 
rectangular mesh points (for one, two, or three dimensional 
calculations) that define the edge of the cell containing a 
droplet. Realize that if two droplet paths cross in these 
calculations, a collision is implied (unless the mesh size is 
much larger than a droplet diameter). 

The Eulerian-Lagrangian approach can be used either in a 
case where the droplet properties are viewed as a second con
tinuum superimposed upon the gas field or in a case where 
droplets are considered as discrete particles which are in
dividually tracked. In the former case, the Lagrangian calcula
tions are a method of characteristics and resolution is expected 
on a scale that is large compared to the droplet spacing. In the 
latter case, resolution is expected on a scale that is small com
pared to droplet spacing. In the intermediate case where mesh 
size and average droplet spacing are of the same order of 
magnitude, the droplet properties cannot be viewed as con
tinuous but the error associated with discrete particle calcula
tion is large; for example, the crossing of droplet paths does 
not necessarily imply collision since resolution has been lost in 
the calculation. 

IV Probabilistic Formulation 

It is sometimes convenient to define a droplet number 
distribution function or, in other words, a droplet number 
probability density function. This function f(x, t, R, v, e,) 
depends upon spatial position x, time /, droplet radius R, 
droplet velocity v, and droplet thermal energy e,. / i s a func
tion of time plus eight scalar properties; we consider an in
finitesimal eight-dimensional volume as dV = dx dv dR deh 

a.ndfdVis the number of droplets in the infinitesimal volume 
located at x, v, R, and e, at the instant of time t. 

When the desired resolution of the liquid and gas properties 
is sufficiently coarse so that the volume of a cell in a numerical 
mesh would contain very many droplets, we can view the 
droplet properties as continuous. At the other extreme where 
very fine resolution is required, most cells will not contain a 
droplet at some particular instant of time. The exact location 
of the individual droplets will not be known in a practical 
spray situation. The function / should be viewed as the 
probability of finding a droplet in a unit volume of eight-
dimensional space. 

When resolution is required on a large scale, averaging over 
many droplets is useful. Among other things, this averaging 
eliminates unsteadiness on the scale of the spacing between 
droplets; if no large-scale unsteadiness is present, the average 
properties will behave in a steady fashion. However, when 
fine-scale resolution is required, averaging is not useful and 
the unsteadiness on the scale of droplet spacing is inherent. 
For example, the motion of droplets through the gas is 
unsteady on the fine scale since at one instant of time a droplet 
may be at some position and at a later instant, the droplet has 
moved and gas exists at the same position. With averaging on 
the coarse scale, both droplet properties and gas properties 
will exist at any point at any time and this type of unsteadiness 
is not resolved. 

If we assume conservation of droplet numbers and consider 
a sufficiently dilute spray so that droplet collisions are negligi
ble, the following evolution equation may be derived 

df ^ divjf) | d{Fjf) ^ d(Rf) | dje,/) 

dt dx, dv, dR de, 
(16) 

V ""j 

where the superscript dot denotes a time derivative. If we 
relate the divergence term to the rate of change of a small 
volume A V in eight-dimensional space, we have 
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1 d(AV) 
= 

AV dt 

dv, dF, dR de. 
„ ••- •• + — + + -
dXj dvj dR de. 

dt 

and therefore by combination with equation (16), we find 

d , / d d d . d d \ 
— (fAV)= {—+vj — + Fj—- + R — + e, — W = 0 
dt \dt J dXj J dvj dR de, / 

(17) 

This equation states that the number of droplets fA V re
mains constant along the trajectory in eight-dimensional 
space. 

Integration of equation (16) and its moments will lead to 
equations (l)-(4). It is useful to define the droplet number 
density 

nW^WlpMdvdRdei (18) 

Here and later, integration with respect to the three velocity 
components and the thermal energy is performed over the in
finite ranges of values. Note that we have a different distribu
tion function f® for each class of droplet; the kth class of 
droplets is the set of all droplets with initial radius between 
f^-1' and jM where f*0', fW, etc., is a monotonically increas
ing sequence. The average initial radius for the kth class will 
lie between the values of f<*_1) and f<*'. The vaporization will 
lead to droplet radius of the kth class decreasing below f(*_1) 

toward zero; the limits of integration with respect to radius are 
zero and £<*> for the kth class of droplets. 

We also define the average droplet velocity 

MvjWdvdR de, <M *>=J2Lil L (19) 
' n 

where < ) implies an average over a large number of 
droplets. Similarly, we define 

^^W^dvdRde, (2{)) 

(21) 

(22) 

(23) 

(24) 
n 

We can interpret equation (16) as governing f-k) for each 
value of k. Integration of (16) with use of the definitions (18) 
and (19) leads to an equation governing droplet number densi
ty for each value of k 

V 7 ' • 

</?<«> = 

<*<*>> = 

<c , w > = 

/„m\-

n 

\\\Rf-k)dv 
n 

\\\Rfik)dv 
n 

WejMdv 
n 

WlejWdv 

dRde, 

> dR de, 

dRde, 

dRde, 

dnik). d 

dt 
0 (25) 

This equation is essentially identical to equation (1). They 
are strictly identical when the variations of./* with respect to 
initial values of R, v,, and e, are represented by delta func
tions. If the ranges Af = f**' - f(*r~1) are sufficiently narrow, 
and if at any x position at the initial time both e, and v, cor
relate well with R, the distinction has no practical significance. 
By a good correlation we mean that each narrow initial size 
has a narrow range of e, values and a narrow range of v, 
values associated with it. For our purposes, we disregard the 
differences, eliminate the use of the averaging symbol < >, 
and regard the two equations as identical. 

Now, if we multiply equation (16) by v, and integrate the 
resulting moment equation, we find an equation essentially 
equivalent to equation (3). In addition to the neglect of dif
ferences such as mentioned above, we neglect effects of the 

order of the dot product of v, — u„(k) with itself. This error is 
insignificant if droplets in the same initial size range do not 
vary widely in their initial velocity; a correlation of initial size 
and initial velocity is implied. 

Multiplication of equation (16) by R and integration leads 
to an equation approximately equivalent to equation (2). If the 
initial droplet diameter and the initial droplet velocity are not 
widely varying and do correlate well, the approximation is 
good; in the limit where the distribution function becomes a 
delta function, the two equations are exact. Similarly, e, is 
multiplied by equation (16) and the resulting equation can be 
integrated to yield an equation approximately equivalent to 
equation (4). These two equations become identical as the 
distribution function becomes a delta function. 

The characteristics for equation (17) are 

dx(k) 

(26) >.(*) 

dR™ 

dt 

de,™ 

dt 

dt 

dv,™ 

dt 

= /?<«= — 

= F,<*> 

mW 

= e,(*)=4ir(i?(*))2\/ 

4TT(JRW)2P; 

dr 

(27) 

(28) 

(29) 

Realize that averaging of these equations via integration 
over many droplets yields equations similar to equations 
(12)—(15). As the distribution function f>k) goes to a delta func
tion, the two sets of equations become exactly identical. 
Otherwise, the two sets have important differences that are 
self-evident. 

In the case where resolution is desired on a scale smaller 
than the droplet spacing, integration of equations (26)-(29) 
describes the path along which some probable number of 
droplets will move through eight-dimensional space. Note that 
equation (16) or equivalently the system of equations (26)-(29) 
is deterministic in nature with no randomization effect 
present. The initial conditions for those equations will be ran
dom in practical situations but once conditions are specified, 
the droplets will behave in a deterministic fashion. Equation 
(16) is different, therefore, from the Boltzmann equation for 
the kinetic behavior of gases where the collision term provides 
a randomizing effect that usually makes the solutions indepen
dent of the detailed initial conditions. In the droplet case, the 
solution to (16) is strongly dependent on initial conditions. 
Randomization effects may occur with sprays in special situa
tions that we shall not consider. One example is the case where 
turbulent fluctuations in the gas cause a dispersion of the 
droplets. Another special situation is the case of very small 
droplets where Brownian motion is important. 

The distribution function that has been formulated here is 
somewhat more general than what exists in the literature. In 
particular, the dependence on the droplet thermal energy has 
been included. Since droplet heating strongly affects vaporiza
tion rate which affects droplet size and, in turn, influences 
droplet drag and trajectory since trajectory and heating are 
related via a varying gas environment, we see that a strong 
coupling exists. While the inclusion of thermal energy is im
portant, the present approach is limited. The extension to a 
more exact description is obvious. 

Whenever droplet heating is sufficiently rapid tempertaure 
gradients will occur in the droplet interior. It is then necessary 
to solve a heat diffusion equation in the liquid. Although the 
partial differential equation is linear, the boundary condition 
at the regressing droplet surface causes the problem to be 
nonlinear. Numerical integration of the diffusion equation has 
been performed but a more efficient approximate method is 
recommended [14, 19, 27, 28]. A Green's function is 
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developed via eigenfunction expansion; then the partial dif
ferential equation in the droplet interior is transformed to an 
integral equation for the droplet surface temperature. The 
coefficients multiplying the eigenfunction in the expansion are 
time-varying and from the integral formulation, a system of 
ordinary differential equations governing these coefficients is 
developed. In the solution of these first-order ordinary dif
ferential equations, marching with Lagrangian time occurs 
along the droplet trajectory, e, would be now eliminated as a 
dependent variable. It would be replaced by the number of 
coefficients in the eigenfunction expansion required for con
vergence of that expansion. 

The use of such coefficients would increase the number of 
terms in equation (16). In principle, an infinite number of 
terms is required in an eigenfunction expansion but, in prac
tice, a finite number will suffice. Likewise equation (29) would 
be replaced by a set of ordinary differential equations govern
ing the coefficients along the characteristic paths. Note that 
the extension of variables to account for droplet temperature 
would also imply that equations (4) and (15) would each be 
replaced by a set of equations governing the coefficients. 

Another generalization of the distribution function and of 
equation (16) can be made for the case of multicomponent 
fuels. Here the composition of the droplets becomes relevant; 
the composition varies spatially as well as temporally. It is 
necessary to solve an equation for mass diffusion in the liquid 
phase. An eigenfunction approach can also be made for this 
effect with an extension of the number of the independent 
variables for the distribution function and of the number of 
characteristic equations. 

V Droplet Spacing and Probabilistic Behavior 

An equation governing the droplet number distribution 
function, such as equation (16), has typically been used via in
tegration of moments to obtain other equations governing 
average liquid properties; it generally is not employed directly 
to solve for the distribution function. However, in an emerg
ing set of problems, there is an interest in dealing with 
phenomena that must be resolved on a scale as small as or 
smaller than the average spacing between them. It is useless 
and, in fact, counterproductive to seek average properties by 
integrating over a scale large compared to the droplet spacing. 
Rather, we must treat directly equation (16), or equivalently, 
equations (26)-(29). 

A need is seen, therefore, for a theoretical/computational 
approach to this probabilistic problem. There are two general 
approaches that might be developed. At this point, the more 
straightforward approach is to solve a large number of deter
ministic problems where different sets of initial conditions are 
employed in each calculation. The probability density func
tion associated with each set of initial conditions provides a 
weighting factor on the results of all the calculations. With 
this weighting factor, the statistical results can be developed. 

A second approach would involve direct solution of equa
tion (16) coupled with the solution of equations (5)-(ll) gov
erning the gas phase. Since the droplet properties have a 
probabilistic character, the source terms in equations (5), (6), 
(8), and (9) related to droplet vaporization and drag will also 
have a probabilistic character. Therefore, the gas properties 
which are solutions to these equations will have a probabilistic 
character and will depend upon an extended set of indepen
dent variables in the same fashion as the droplet distribution 
function depends upon these variables. It is felt that it is better 
to proceed with the former approach and to accept the 
tradeoff in favor of lower dimensionality at the expense of 
more but less extensive calculations. 

Suppose, as an example, we were interested in the ignition 
of a monodisperse fuel spray which at the initial time is stag
nant and is placed in contact on one side with a hot planar sur
face. A one-dimensional unsteady analysis of this situation 

has been performed [23]. It has been found that the ignition 
delay and the minimum ignition energy are very sensitive to 
the initial distance from the hot wall of the droplet nearest to 
the wall. This is the result of many deterministic calculations 
for different initial droplet locations x0. As a result of this set 
of deterministic calculations, we can deduce the ignition delay 
time 

Tig =Tig(xo) 

Now, say we also know that the probability of having the in
itial condition between the values of x0 and of x0 + dx0 is 
f(x0)dx0. Then the probability for the ignition delay to have a 
value between rig and rlg + drjg is given by 

P(Tig)drig = Z,f(x0(Tig))dx0 

where a summation is taken since more than one value of x0 

may exist for a given value of rig. It follows that the probabili
ty function for ignition delay can be related to the probability 
function for location of the nearest droplet to the ignition 
source by the formula 

dx 
P(Tig) = Ef(.X0(Tig))--±(Tig) 

drig 

Obviously, it is convenient to invert the function Tig(x0) to 
obtain x0(jig). This method exemplifies the first approach 
described above. 

The interesting result is that the ignition delay and also the 
minimum ignition energy will not have precise values for a 
given mixture ratio as they do for a gaseous mixture. Rather, 
ranges of values exist and we can represent the ignition delay 
and the minimum ignition energy in a statistical manner for a 
spray. Therefore, the statistical results are of practical 
engineering value. 

More work is required in order to apply these concepts to a 
wider range of problems. Also, in addition to the statistical 
variation in droplet location, the variations in droplet size, 
velocity, and temperature can be taken into account in future 
studies. 

VI Concluding Remarks 

The three formulations of equations describing the liquid 
properties have been presented and the relationships among 
them with relative advantages and disadvantages have been 
discussed. 

In situations where resolution is desired only on a scale that 
is large compared to the average spacing between droplets, the 
Lagrangian formulation of the droplet equation is superior to 
the Eulerian formulation. The advantages are that numerical 
error is more easily reduced and the ability to resolve 
multivalued solutions is maintained in the Lagrangian 
method. The probabilistic formulation is not directly useful 
on this scale but serves as a basis for developing other for
mulations. Examples of cases with coarse resolutions where 
deterministic Lagrangian or Eulerian calculations have been 
useful are presented in [19-25]. 

In other situations where the droplet spacing is as large as or 
larger than the resolution scale, the Eulerian formulation 
governing average droplet properties is not useful. The 
Lagrangian formulation only remains useful when applied to 
individual droplets rather than to the average droplet in some 
cluster of droplets. That is, on this scale, the Lagrangian 
method should be used as a method of characteristics for the 
hyperbolic equation (16) which governs the probability density 
function rather than as a method of characteristics for the 
hyperbolic system of equations (l)-(4) which govern the 
average droplet properties. At this point, it seems more 
convenient to solve equation (16) indirectly by a method of 
characteristics, as represented by equations (26)-(29), than to 
solve it directly. If some randomizing effect such as turbulent 
motion entered equation (16) this last conclusion might 
change. 
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An interesting approach that employs a gas concentration 
pdf for spray analyses can be found in [26]. The pdf discussed 
in that paper is different from the pdf discussed herein, 
however, in that we are dealing with liquid properties in this 
paper. 

The equations presented herein could be generalized to ac
count for temperature and composition gradients in the liquid 
droplet interior. The major conclusions above are not ex
pected to change under those conditions but the system of 
equations will become more complex. 

The errors associated with the formulation of the equations 
(Eulerian or Lagrangian) governing average droplet properties 
become greater as the correlation between initial droplet 
diameter and other droplet properties decreases. That is, the 
averaged equations are most accurate when the droplets in 
some narrow range of initial droplet size and spatial location 
also have narrow ranges of initial velocity and thermal energy. 
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Structure of Laminar Cofiow 
Methane-Air Diffusion Flames 
Measured temperature and composition profiles are reported for a number of 
flames. Implications concerning flame structure are deduced, with emphasis on soot 
formation and on correlations involving conserved scalars. 

Introduction 

Structures of laminar diffusion flames are of current in
terest for a number of reasons. In addition to fundamental 
curiosity about effects of chemical kinetics in laboratory 
flames, there is practical concern about chemical non-
equilibrium, soot production, and radiant energy emissions in 
turbulent diffusion flames. 

A promising approach to the analysis of turbulent flames is 
to introduce conserved scalars so that data on laminar flames 
can be used [1]. Correlations of laminar-flame structures on 
the basis of mixture fractions can enable turbulent-flame 
properties of interest to be calculated relatively simply. There 
are indications that the correlations can be applied approx
imately, even for chemical species that are known to be out of 
chemical equilibrium [2]. Although there have been a number 
of experimental and analytical studies of structures of laminar 
diffusion flames [3, 4] there is still need for further testing of 
mixture-fraction correlations for flames in different con
figurations with varying overall residence times. An objective 
of the present work is to increase the extent of testing by pro
viding new data on flame structures and by analyzing other 
data available in the literature. 

Another objective of the study is to obtain information rele
vant to processes of soot formation in methane-air diffusion 
flames. Soot production is of interest in connection with 
pollutant escape and also because of its correlation with ra
diant energy emissions. 

To better understand sooting processes, over a one-year 
period beginning in 1982 measurements were made on four 
different flames in the same, highly overventilated, cofiow 
burner; a small blue flame at a low fuel flow rate, a blue flame 
with a small yellow region at a higher flow rate, a blue flame 
with a larger yellow region and a small orange region, as 
described earlier [5], at a still higher fuel flow rate, and a 
largely yellow-orange flame at the highest flow rate tested. 
The configuration, results for which are reported here, is most 
similar to that of Mitchell et al. [6], although the fuel exit 
velocities and flame heights are smaller here. Comparisons of 
results for different flow rates and with widely different 
amounts of soot production helps to clarify kinetic processes 
and mechanisms of sooting. 

Apparatus and Procedure 

The apparatus employed and the measurement methods 
were essentially the same as those described previously [5, 7] 
for measurement of temperature and composition profiles and 
are illustrated schematically in Fig. 1. The methane-air diffu-
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Fig. 1 Schematic diagram of the apparatus 
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Fig. 2 Illustration of the four flames probed; burner diameter 1.6 cm in 
all cases 

sion flames to be studied were stabilized on a burner in highly 
overventilated conditions to eliminate small fluctuations in the 
flame. The range of the average fuel flow rates in the annular 
region was 0.54 cm/s to 2.2 cm/s and the air flow rate was 
always fixed at 9.3 cm/s. The quartz burner of diameter 1.6 
cm was enclosed by a Pyrex chimney of 7 cm diameter and 38 
cm height. A slit was cut into the side of the chimney for inser-
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Fig. 3 Axial profiles of concentrations and temperature along the 
centerline for flame (a): (a) temperature and concentrations of species 
containing fewer than three carbon atoms; (b) concentrations of species 
containing three or more carbon atoms 

tion of a sampling probe and a thermocouple. A layer of fine 
glass beads at the bottom of both the burner and the chimney 
served to produce a uniform upward flow of the fuel and air. 

The quartz microsampling probe employed was a standard 
type as described by Fristrom and Westernberg [8] and was 
mounted on an x-y positioner to fix the probe at the proper 
location. The inner diameter of the probe tip was about 0.10 
mm. The procedure involved continuous sampling and gas 
chromatographic analysis. The species H2 , 0 2 , N2 , CH4 , CO, 
C0 2 , C2H2 + C2H4 , C2H6 , and H 2 0 were measured by use 
of a gas chromatograph that employed molecular sieve and 
Porapak Q columns with a thermal conductivity detector. The 
heavy hydrocarbons were separated by use of an SP-1000 col
umn at a column temperature of —25° C in a batch-sampling 
system that employed a flame-ionization detector. Agreement 
of results with the two different systems was established by 
duplicate measurements for CH4 and C2H6. A cathetometer 
having reading accuracy within ±0.05 mm was used to check 
the location of the thermocouple bead and the sampling-probe 
tip. 

Fig. 4 Radial profiles of concentrations and temperature at half the 
flame height for flame (a) 
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Fig. 6 Radial profiles of concentrations and temperature at half the 
flame height for flame (b) 

The local flame temperatures were measured with a silica-
coated 0.05-mm-dia Pt-6 percent Rh versus Pt-30 percent Rh 
thermocouple. The coated thermocouple wire and bead 
diameters are about 0.1 mm and 0.15 mm, respectively. It 
should be mentioned here that in the yellow region (but not in 
the orange or blue region) soot coated the thermocouple 
quickly and necessitated extrapolation of the reading back to 
the time of insertion to obtain correct results [5]. Corrections 
for radiation and conduction effects are straightforward but 
were not employed since different investigators prefer dif
ferent correction procedures. The reported temperatures in
clude errors that are due to these effects and that range from 
negligible values at temperatures below 800°C to about 300"C 
at the highest temperature. The general trends for the 
temperature profiles reported are the same as the trends ob
tained when the-above-mentioned corrections are included. 

Experimental Results 
The four flames whose structures were probed in the 1.6 cm 

diameter burner are shown in Fig. 2. At the lowest fuel flow 
rate (a, 0.54 cm/s), the flame height is about 1 cm and the 
flame is entirely blue, with the two distinct shades shown in 
the figure. As the flow rate of the fuel is increased the flame 
height increases, and at a critical rate a yellow spot appears in
side the blue. At the second condition selected for measure
ment (b, 0.84 cm/s), the flame height is about 1.6 cm, and 
there is a small region of yellow. When the fuel flow is in
creased sufficiently further a small orange region appears just 
above the yellow, as described by Saito et al. [5]. The third 
condition selected (c, 1.26 cm/s) has a flame height of about 2 
cm and clearly distinguishable yellow and orange regions in
side the blue. With further increase in the fuel flow velocity 
the yellow and orange regions gradually merge and become in
distinguishable, and the outer blue region becomes indiscerni
ble in the upper part of the flame [5]. At the fourth condition 
selected for measurement (d, 2.2 cm/s), the flame height is 
about 3.8 cm, and the yellow and orange regions have merged. 

It seems likely that the radiation from the inner, lower, 
thick blue region in each of these four flames is predominantly 
chemiluminescence from radicals (e.g., CH*) formed in 
hydrocarbon oxidation, while the outer, thin blue is radiation 
from CO J, associated with CO oxidation. The yellow and 
orange are characteristic of radiation from soot particles, as 
discussed by Saito et al. [5]. These interpretations are consis
tent with the measured profiles of temperature and species 
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Fig. 7 Axial profiles along the cenferline for flame (c): (a) temperature 
and concentrations of species containing fewer than three carbon 
atoms; (b) concentrations of species containing three or more carbon 
atoms 

concentrations, shown in Figs. 3-10. Since measurement of 
H20 necessitated heating of the sampling line and accelerated 
deterioration of chromatographic columns, H20 profiles were 
measured only for the largest flame (d); all mole fractions for 
the other three flames are reported on a dry basis. To protect 
the columns during the dry-basis measurements, a water con
denser (a stainless-steel tubing coil soaked in an ice-water 
bath) was placed in the sampling line to remove moisture from 
the sample. Results on a dry basis are sufficient for drawing 
the general conclusions needed here. 

In Figs. 3-10, h denotes the height above the burner port, H 
the flame height, r the radial distance from the axis of sym
metry, and R(h) the flame radius at the measurement height 
h. Figures 3 and 4 concern flame (a) of Fig. 2; Figs. 5 and 6, 
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Fig. S Radial profiles of concentrations and temperature at half the 
flame height for flame (c) 

flame (b); Figs. 7 and 8, flame (c); and Figs. 9 and 10, flame 
(d). For each flame the first of the figures gives axial profiles 
and the second radial profiles. The species measured include 
hydrocarbons through C4 and benzene, For brevity of 
notation the hydrogens are not shown on the C3 and C4 

hydrocarbons in the figures. 

Discussion of Experimental Results 

The general profile shapes for N2 , CH4 , 0 2 , H2 , CO, and 
products are similar to those of earlier studies [6, 9] and are 
readily understandable; since they have been discussed by Mit
chell et al. [6], for example, no further comments about them 
are needed here. That the scaled profiles of major species are 
not very dependent on burner diameter is illustrated by the 
data shown in Fig. 11; thus, the results to be discussed here are 
representative of a range of burner diameters. 

We are unaware of any previously reported data on C2, C3, 
and C4 hydrocarbons and benzene for coflow methane diffu
sion flames. The most striking aspect of our concentration 
profiles is the large number of unsaturated hydrocarbons 
found inside the flame envelope. The only saturated com
pounds detected are methane and ethane. The hydrocarbons 
present in highest concentrations are methane, acetylene, 
ethene, and ethane in decreasing order. The C3 and C4 

hydrocarbons and benzene are present at one-tenth or less of 
the mole fraction of acetylene. The concentrations of the un
saturated hydrocarbons increase with increasing height, reach 
maximum values and then decrease to zero. There seems to be 
a tendency for the peak concentrations of unsaturates to occur 
at greater heights for species with greater numbers of double 
or triple CC bonds and for species with greater numbers of C 
atoms, as expected for pyrolysis and recombination processes 
that produce increasingly large molecules. So many un
saturates are observed that one particular key species leading 
to soot is not readily identifiable. 

By comparing the profiles for the four different flames it is 
seen that the peak concentrations of acetylene and of higher 
unsaturates increase with increasing flame height (i.e., fuel 
flow rate), as does the highest flame temperature. Never
theless, the same species are present in all four flames. Thus, 
even the purely blue flames contain soot precursors, but these 
molecules are oxidized in the blue flame external to the 
pyrolysis cone before they produce soot. The peak concentra
tions of the olefinic and aromatic precursors increase as the 
extent of yellow emission increases (as expected, since their 
polymerization produces soot). 

It might be thought that an essential element to understand
ing of yellow emissions would be the effect of oxygen on 
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Fig. 9 Axial profiles along the centerline for flame (d): (a) temperature 
and concentrations of species containing fewer than three carbon 
atoms; (b) concentrations of species containing three or more carbon 
atoms 

pyrolysis rates. As the fuel exit velocity varies, the height of 
the quench zone at the burner tip changes, and the extent to 
which oxygen diffuses inward is modified. If oxygen were to 
influence pyrolysis then a consequent variation in yellow emis
sions with flow rate would be expected. However, Saito et al. 
[10] have shown by addition of small amounts of oxygen to 
the fuel that effects of oxygen are negligible. Therefore, the 
oxygen can be ignored in the core of the methane flame for 
purposes of explaining color changes. 

Buoyancy and burner-tip heat transfer are essential to ex
planations of variations of the yellow color indicative of soot. 
The heat transfer between the burner tip and the gas varies 
with the fuel exit velocity. As explained by Saito et al. [5], in-
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creasing the fuel exit velocity increases the rate of heat transfer 
from the burner tip to the fuel and thereby increases the peak 
fuel temperature, as is readily seen by the comparisons col
lected in Fig. 12, where the flame tip occurs approximately at 
the position of maximum temperature. The strong influence 
of temperature on pyrolysis rates then leads to the variations 
in yellow emissions with fuel exit velocity. The buoyancy is of 
significance in influencing residence times of fuel elements in 
any given temperature range [10-13]. 

If buoyancy were negligible then the time for a fuel element 
to reach the flame tip would be independent of the exit veloc
ity, and the time to reach any given height h would vary in
versely with the exit velocity. In fact this last relationship ap
plies only very near the exit, and throughout the region of in
terest times are buoyancy-dominated. The time to reach a 
height h therefore is approximately proportional to ^lh/g, 
where g is the acceleration of gravity; this time is independent 
of the exit velocity. Since the flame height H increases in pro
portion to the exit velocity, the time to reach the flame tip 
(~ ^lH/g) is approximately proportional to the square root of 
the exit velocity. The total residence time in the interior of a 
large flame thus in fact is larger. Roper [11] showed how this 
result remains consistent with the classical flame-height cor
relations [14] for round burners. 

If variations in burner-tip heat transfer were negligible, then 

V 
A 

\ 
\ V 
\ 
\ 
\ 
l 

/ I 

• / s 
/ " I /0 i 

\ 
\ - ? • o 

-<^ 
e 

i 

SYMBOLS 

OPEN 
HALF SOLID 

SOLID 

a 
a 

m 

\ 
\» . \ V̂ 

d 
(cm) 

2.2 
1.6 
1.0 

\ ° 

• 

a 
~ — - 0 . 

^ 

v f 
( cm/s ] 

1.6 
2.2 

3.48 

1 

SYMBOLS 

o 
a 
a 

SPECIES 

0 Z 

CH4 

CO 

1 

j 

\ 
1 
| 
/ 
/ 

/ 
/ 

j \ o . _ , 

Fig. 11 Axial profiles of concentrations of CH4 , 0 2 , and CO along the 
centerline for flames on burners of three different diameters 

644/ Vol. 108, AUGUST 1986 Transactions of the ASME 

Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



r/R (at h/H = .5) 

« 

E
R

A
T 

s, 
e 

1600 

1400 

l?00 

1000 

800 

fiOO 

SYMBOLS 

» A 
S 
O 

-

H(mm) 

!0 
14 
20 
38 

FLAMES 
(o) 
(1)1 

(d) 

0 .2 

8 ^ 

.4 

^ 

' \ 

,6 .8 1.0 1.2 1.4 

jfiX 4̂  
1 o 
1 w 
1 2 
1 < 

f' 1 """"*""--• 

s 

F
LA

M
E

 

Fig. 12 Comparisons of measured, uncorrected temperature profiles, 
radial at h/H = 0.5 and axial along the centerline, for flames (a), (b), (c), 
and(d) 

0.8 

0.6 

N 

O 0.4 

FR
A

C
T

 
M

IX
T

U
R

E
 

p 

0 

-0 .2 

SYMBOLS 

• 
A 

O 

SPECIES 

C 
H 

N 

0 

- I SOLID : MITCHELL el(4 11980) 
\ OPEN: PRESENT WORK 

\u 9sr 5 * 

A 

i i i i 

M
E

 T
IP

 

3 
1 / 

J 
f 
i 

> 

0.6 
h/H 

Fig. 13 Axial profiles of mixture fraction along the centerline, 
separately based on C, H, O and N, for flame (d) and for the flame of Mit
chell et al. [6] 

(AXIAL PROFILE) 

SYMBOLS 
o PRESENT (H=38mm) 
• MITCHELL el. al. (H=58mm) 

Fig. 14 Profiles of the total carbon-to-hydrogen atom ratio (C/H), axial 
along the centerline for flame (d) and for the flame of Mitchell et al. [6], 
and radial for flame (d) at h/H = 0.14 

Fig. 15 Radial profiles of nondimensional mixture fraction based on C 
for flame (d) and for the flame of Mitchell et al. [6] 

the increase in residence time with flame height would give rise 
to a critical flame height above which yellow emissions occur 
because the high-temperature fuel-rich residence time becomes 
sufficient for pyrolysis to proceed to soot. Further increases in 
exit velocity would cause yellow emissions to begin at a larger 
value of h (because of the lower centerline temperature at 
fixed h) but at a smaller value of h/H, so that the size of the 
yellow region grows. The variation in burner-tip heat transfer 
with exit velocity enhances this growth and lessens the tenden
cy for h at yellow onset to increase with increasing exit veloci
ty. Thus, the observed variations in yellow emissions are 
qualitatively consistent with expectations based on variations 
in rates of fuel pyrolysis with temperature-time histories. 

Mixture-Fraction Correlations 

As indicated in the introduction, there is interest in in
vestigating the possibility of correlating compositions with 
mixture fractions1 for diffusion flames in various configura
tions. Bilger [2] found good correlations for a counterflow 
heptane-air flame. Here we consider methane flames, employ
ing data of Mitchell et al. [6], of Tsuji and Yamaoka [15], and 
of our four different flames. Although H 2 0 concentrations 
were not measured for the flames (a), (b), and (c), an 
assumption that the atom ratio C/H = 0.282 was used to 
calculate y H z 0 for these three flames, following a suggestion 
by Bilger [16]. The tests will serve to compare our coflow ax-
isymmetric flame (d) and that of Mitchell et al. [6] with the 
counterflow flame of Tsuji and Yamaoka [15], as well as to in
vestigate the influence of flow rate in our flames (on the basis 
of a reasonable C/H approximation). 

We define the mixture fraction Z to be unity in the fuel 
stream and zero in the air stream [1]. Four different mixture 
fractions can be calculated from measured concentrations, 
depending on whether the atom C, H, O, or N is selected in 
defining Z. Any linear, homogeneous combination of these 
with coefficients summing to unity also could be used and 
although some authors prefer to introduce a linear combina
tion that enforces agreement at stoichiometry, we choose not 
to employ such artifices. Figure 13 shows axial profiles of Z 
along the centerline for the axisymmetric flames, calculated 
from the data according to each of the four definitions. The 
profiles are seen to appear to depend substantially on the 
definition. However, there are uncertainties in the calculated 
profiles, stemming from inaccuracies in measured concentra
tions on the order of ±7.5 percent. These inaccuracies pro
duce uncertainties of this same order of magnitude in the pro-

1 Mixture fractions for the two-feed system considered here are defined as: 
Z=(Yi-Ya)/(Yn-Ya), where Yt is mass fraction of element (' and the 
subscripts 1 and 2 refer to the composition in the two feeds. 

This value is used instead of the formal value 0.25 to account approximately 
for the higher diffusion coefficients of the H-containing species; the difference 
in results is small. 
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files based on C and H but much larger percentage uncertain
ties in the profiles based on O and N because the calculation 
using either of these atoms involves subtraction of two 
numbers that are nearly equal. Error estimation was made for 
species O and N based only on uncertainties of measured H 2 0 
concentrations and is indicated by error bars in Fig. 13. 

It is seen from Fig. 13 that although the profiles with large 
uncertainty differ appreciably, the more accurate profiles 
(based on C and H) are in reasonably good agreement, as 
found earlier [2] for the counterflow flame. Therefore, 
henceforth we restrict attention to mixture fractions based on 
C and H. It is seen in Fig. 13 that these two mixture-fraction 
profiles agree well for flame (d) and also for the flame of Mit
chell et al. [6], but there are noticeable (although not large) 
differences between the profiles for the two flames. These dif
ferences may be associated with the different burner diameters 
and exit velocities of the two experiments. Thus, profiles in 
scaled spatial dimensions may be expected to differ not only 
for different configurations but also somewhat for different 
fluid-mechanical feed-flow values in any given configuration; 
Mitchell et al. [6] employed plug flow in fuel and air passages, 
while fully developed parabolic flow was used in the present 
experiments. 

The general agreement in the axial Z profiles based on C 
and H motivates a closer look at differences that may arise in 
the use of one or the other of these atoms for defining the mix
ture fraction. Profiles of the C/H ratio, as shown in Fig. 14, 
provide an indication of the differences to be expected. If the 
two mixture fractions were the same then C/H would remain 
constant at its value (0.25) for the fuel molecule. It is seen in 
Fig. 14 that variations on the order of 50 percent in the ratio 
may occur, with a peak roughly just inside the outer exother
mic reaction-zone location. The behavior is consistent with the 
relatively hydrogen-rich products (H2, H 2 0 , . . . ), generated 
near the flame, having higher molecular diffusivities on the 
average than the carbon-containing products, since lower H 
concentrations and higher C concentrations would then be 
observed near the reaction zone. This same effect was found 
previously by Seshadri and Williams [17] for diffusion flames 
of liquid fuels. It implies that local differences in Z values on 
the order of 50 percent occur in some regions, depending on 
whether C or H is selected. With this in mind, and in view of 
the relative inaccuracy of H 2 0 measurement, we select C for 
defining Z,3 as in earlier work [2]. 

The radial Z profile (based on C or H) for flame (d) and also 
for the flame of Mitchell et al. [6] can be correlated approx
imately on the basis of similarity theory for laminar jets [18]. 
Since Z has no chemical source term it should spread by diffu
sion approximately like a passive scalar. According to incom
pressible similarity theory, we then find 

Z/Z0={l + lAr/(h + H0)]
2}-> 

where Z0 is the centerline value, H0 is the vertical distance of 
the virtual origin below the exit plane, and A is a measure of 
the exit Reynolds number. The data shown in Fig. 15 test this 
formula. The approximation H0~3d has been introduced 
here, and the curves shown for A = 7 and A = 9 suggest that 
A~8 gives the best correlation. In view of the strong density 
variations and buoyancy effects not taken into account by the 
formula, the degree of agreement of the data with the similar
ity formula seems reasonable. 

Having established smooth profiles of Z based on C atoms, 
we employ this Z to investigate correlations of species concen
trations with mixture fraction, in the manner of Bilger [2], 
who reported results only for counterflow flames. Results for 

Errors introduced in the Z calculations by not measuring higher hydrocar
bons and soot would tend to reduce the observed C/H ratio below 0.25. No such 
reduction was found in any of the measurements. 
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Fig. 16 Profiles of temperature and of mass fraction of CH 4 , C0 2 , and 
0 2 plotted against mixture fraction based on C for four different flames 
(a, o, c, d), for the flame of Mitchell et al. [6], and for the flame of Tsuji 
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temperature and major species are shown in Figs. 16 and 17 
for the six flames identified at the beginning of this section. 
For purposes of comparison in these figures solid lines are 
drawn that represent an ideal condition of complete combus
tion without dissociation. Since the counterflow data reported 
[15] for 0 2 include argon, a calculation was made here to sub
tract argon by using the measured N2 concentrations and 
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MIXTURE FRACTION Zc 

Fig. 18 Profiles of mass fraction of acetylene, allene, methyl 
acetylene, 1,3-butadiene, vinylacetylene, and benzene plotted against 
mixture fraction based on C for four different flames (a, b, c, d), with half-
open symbols for acetylene giving data of Tsuji and Yamaoka [15] 

assuming equal molecular diffusivities of N2 and argon. The 
error bars shown on the counterflow temperature data repre
sent extremes of the scatter reported [15]. The counterflow 
temperatures, like those for the present work, are uncorrected, 
while the temperatures of Mitchell et al. [6] contain ther
mocouple corrections. 

With reasonable thermocouple corrections [5], temperature 
curves for both sets of coflow experiments agree within the 
scatter of the data. On the air side (values of Z below the 
stoichiometric value) these temperatures also are in reasonable 
agreement with counterflow temperatures and with ideal 
equilibrium temperatures, but on the fuel side differences oc
cur that are well beyond experimental uncertainty. The fuel-
side counterflow temperatures exceed the coflow temperatures 
but are appreciably below the ideal temperature. The depar
ture from ideality can be attributed to increased heat 
capacities of pyrolysis products of the fuel, and the difference 
between coflow and counterflow results can be ascribed to the 
greater extent of pyrolysis in the coflow experiments, caused 
by their relatively longer fuel-side residence times. The com
parisons indicated that if temperatures are to be correlated 
with Z in fuel-rich regions of elevated temperature, then an 
appropriate residence time must be identified in constructing 
the correlation. 

The 0 2 , CH4 , C 0 2 , H 2 0 , and H2 profiles correlate 
reasonably well for the three experiments. Moreover, the 
major features of these correlations follow the trends of the 
ideal equilibrium curves within the accuracy of the data for 
0 2 , CH4, C 0 2 , and H 2 0 . The departures from ideality, e.g., 
the small amounts of oxygen on the fuel side and the reduced 
fuel-side C 0 2 concentrations in the region where CO concen

trations are appreciable, all are comprehensible from 
knowledge of diffusion-flame structure. Closer study, 
however, reveals certain systematic differences. The air-side 
CO concentrations for the counterflow experiments seem to be 
somewhat higher at the larger values of Z than those of the 
coflow measurements; this is consistent with the shorter 
counterflow residence times, so that CO burnup extends to 
smaller values of Z in the counterflow experiments. Near-
stoichiometric fuel-side CO concentrations in Fig. 17 for 
coflow experiments appear to exhibit large scatter but in fact 
reflect systematically increasing CO concentrations with in
creasing height in the fuel-rich portion of the flame as a conse
quence of the flow configuration. Certain good correlations 
observed are likely to be fortuitious; for example, the 0 2 con
centrations on the fuel side are mainly from leakage through 
the flame in the counterflow experiments but from diffusion 
through the quench zone at the burner port in the coflow tests. 
Thus, a number of potential sources of breakdown of the cor
relations can be identified. Evolving flames such as those of 
coflow experiments possess a greater number of phenomena 
capable of destroying the correlations. 

Sharper tests of mixture-fraction correlations may be ex
pected to be provided by concentrations of the higher 
hydrocarbons that are soot precursors. Results from our four 
different flames for acetylene, allene, methylacetylene, 1, 
3-butadiene, vinylacetylene, and benzene are shown in Fig. 18. 
Data for acetylene from the counterflow experiment [15] also 
are shown; no results for the other hydrocarbons are available 
from other investigators for comparison. The evolving 
character of the coflow flame enables tests of correlations to 
be performed by comparing data with those of our four dif
ferent flames: (a), (b), (c), and (d). All six hydrocarbon species 
plotted show systematic differences of species buildup pro
cesses-the taller the flame height is, the greater is the max
imum concentration of these heavy species. This trend is en
tirely expected from the explanation for the buoyancy-
dominated coflow flames, given in the previous section-that 
is, the taller flame has the longer resident time and the larger 
effect of heat transfer from the burner port as well; therefore 
pyrolysis proceeds farther to form soot. All species in Fig. 18 
except benzene showed nearly the same fractional increase in 
peak concentration with increasing H\ since the buoyancy-
dominated residence time is proportional to V7/, if the produc
tion rates of these relatively light precursors are approximately 
independent of time then about 50 percent of the observed in
crease of a factor of 3 or 4 may be attributed to the increased 
residence time, with the remaining increase accounted for by 
the effect of heat transfer from the burner port. Since benzene 
concentrations are seen to exhibit greater variations than the 
other hydrocarbons, mixture-fraction correlations for the soot 
concentration seem likely to be appreciably poorer even than 
for benzene-the greater the influence of chemical kinetics, 
the poorer the correlation is expected to be. 

Conclusions 

From the measurements reported here, and from earlier 
measurements by other investigators, it is concluded that 
chemical kinetics of fuel pyrolysis processes are of significance 
in the production of soot in methane-air diffusion flames. 
Concentrations of major species can be correlated well with 
the mixture fraction based on carbon atoms. The same cor
relations can be used for coflow and counterflow flames over 
a wide range of residence times. However, temperatures in 
fuel-rich zones of elevated temperature and CO concentra
tions in near-stoichiometric and fuel-lean regions do not cor
relate very well. Mixture-fraction correlations are very poor 
for benzene and other species comparably far along the chain 
to soot formation. If mixture-fraction correlations are 
employed in turbulent-flame analyses for temperature, CO, 
higher hydrocarbons, or soot concentrations, then careful at-
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tention should be paid to identifying representative microscale 
residence times as a basis for selection of the most reasonable 
correlation. An expanded data base is needed to aid in this 
selection. 
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Correlation of Melting Results for 
Both Pure Substances and Impure 
Substances 
Melting experiments were performed encompassing both pure and impure 
substances. The pure substances included n-octadecane paraffin and n-eicosane 
paraffin, while the impure substances were mixtures synthesized from the pure 
paraffins. The experiments were carried out in a closed vertical tube whose wall was 
subjected to a step-change increase in temperature to initiate the melting. For each 
impure substance, supplementary measurements were made of two characteristic 
temperatures: the temperature T** at which melting of the solid phase first begins 
and the lowest temperature T* at which the melting can go to completion. For a pure 
substance, x**=T*. The time-dependent melting results for all the investigated 
substances, both pure and impure, were well correlated as a function of 
FoSte**(Gr**)1/s alone, where the ** signifies the presence of T** in the 
temperature difference which appears in Ste and Gr. This correlation enables 
melting rates for impure substances to be determined from melting rates for pure 
substances. The T** values needed for the implementation of the correlation can be 
obtained from simple experiments, obviating the need for the complete equilibrium 
phase diagram. 

Introduction 
The recent experimental work on the heat transfer 

characteristics of melting has, in the main, been performed us
ing phase-change media which have a well-defined melting 
temperature, i.e., either pure substances or eutectics [1, 2]. 
While such media have proven to be excellent vehicles for 
research, they are too costly to be used in most applications, 
for instance, for phase-change thermal storage. Impure 
substances melt over a range of temperatures and, when used 
in melting experiments, have yielded substance-specific heat 
transfer results (e.g., [3]). Nevertheless, impure substances are 
of practical interest because they are generally less costly than 
pure substances. 

The present research is concerned with the melting of both 
pure and impure phase-change media and with the unification 
and generalization of their heat transfer characteristics. To 
this end, melting experiments were performed using two pure 
substances and two impure substances, with each impure 
substance being synthesized as a mixture of the pure 
substances. The two pure substances were n-octadecane paraf
fin (ClgH38) and «-eicosane paraffin (C20H42), each 99 percent 
pure, with respective melting temperatures of 28.2°C and 
36.4°C. The synthesized mixtures were 50 percent n-
octadecane, 50 percent n-eicosane (by mass) and 25 percent n-
octadecane, 75 percent n-eicosane (by mass). Use of synthe
sized paraffin mixtures, rather than of a commercially 
available impure paraffin (as in [3]), enabled the ther-
mophysical properties needed in the correlation work to be 
computed from the properties of the parent pure substances. 

As is true for most impure substances, an equilibrium phase 
diagram (temperature versus concentration) was not available 
for mixtures of n-octadecane and n-eicosane. Because of this, 
supplementary experiments were performed to determine the 
phase equilibrium information needed for the correlation of 
the melting heat transfer data. The supplementary ex
periments involved the measurement of two temperatures for 
each mixture. One of these is the temperature T** at which the 
solid phase of the particular mixture just begins to melt. The 
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other is the minimum temperature T* at which melting can go 
to completion. Note that for a pure substance, T** = T*. 

The melting experiments were performed with the phase-
change medium situated in a closed vertical tube. In the ex
periments, the tube, initially containing the solid phase of the 
phase-change medium, was subjected to a step change of 
temperature at its cylindrical surface, and the ensuing increase 
of the melted mass with time was measured. The experiments 
were performed for various tube wall temperatures. 

In the correlation effort, consideration was first given to the 
two pure substances since, seemingly, the time-dependent 
melting results for different pure substances have not 
heretofore been correlated. With guidance from the pure-
substance correlation but with suitable modifications to ac
count for the difference between T** and T* for impure 
substances, the melting results for both pure and impure 
substances were brought together. It may be noted that 
melting-related natural convection heat transfer coefficients 
for several pure substances have been correlated in [4]. 

Experiments 

Apparatus. The apparatus for the melting experiments 
consisted mainly of a containment tube for the phase-change 
medium and two temperature-controlled water baths. The 
containment tube, a slightly modified version of that of [5], 
was a composite structure of which the main component was a 
vertically oriented, thin-walled copper sleeve (inner 
radius = 2.54 cm, wall thickness = 0.15 cm). At the top and 
bottom, the sleeve was closed by cylindrical plugs made of 
plastic-covered, closed-pore polystyrene insulation 
(Styrofoam). The cylindrical volume between the insulation 
plugs was 27.5 cm in height, and the height of the solid which 
occupied this volume prior to a melting experiment was 22.5 
cm - leaving a 5 cm clearance at the top. What with the insula
tion plugs and the air space, heat transfer from the ends of the 
tube to the phase-change medium was effectively suppressed. 

One of the constant-temperature water baths served to bring 
the containment tube and its charge of solid phase-change 
material to a preselected uniform temperature prior to the in
itiation of a melting run. The second bath was used to impose 
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a step change of temperature at the wall of the tube at the in
itiation of the melting and to maintain that temperature dur
ing the entire melting period. The second bath was highly 
agitated to ensure high values of the convective heat transfer 
coefficient at the outside surface of the containment tube. The 
suspension arrangements in the baths were such that the water 
enveloped the containment tube to a height at least 5 cm above 
the level of the phase-change medium in the tube. 

Measurements of the mass of the solid phase-change 
medium before and after the melting period were made with a 
triple-beam balance having a resolution of 0.1 g and a capacity 
of 2610 g. The shape of the solid which remained unmelted at 
the end of the melting period was measured with a dial-gage-
equipped caliper having a resolution of 0.001 in. 

Experimental Procedure. For a given thermal operating 
condition defined by the initial temperature of the solid and 
the step-change temperature increase imposed on the tube wall 
by the water bath, the timewise increase of the melted mass 
was measured in a succession of independent data runs of 
preselected duration. The aforementioned succession of data 
runs for each of the synthesized impure substances (50/50 and 
25/75 octadecane/eicosane) had to be carried out with special 
care to avoid inadvertent changes in the octadecane-to-
eicosane mass ratio. The objective of the precautions was to 
eliminate mass losses during the post-run cleaning of the con
tainment tube and in the pre-run preparatory steps related to 
the charging of the tube with the solid phase-change medium. 
To verify the constancy of the octadecane-to-eicosane ratio, 
data runs corresponding to a given duration of the melting 
period were repeated periodically. These repeated runs always 
agreed to within 1-2 percent, establishing the effectiveness of 
the procedures used to maintain the constancy of the mass 
ratio. 

The steps followed in the execution of a data run are similar 
to those of [5] and need not be elaborated here. For most of 
the data runs, the solid test specimen which participated in the 
melting process was prepared by placing the liquid-filled con
tainment tube in an ice bath. However, for selected runs, an 
alternate, less-rapid freezing procedure was employed, the key 
feature of which was the immersion of the tube in running 
15°C tap water for about 60 min. Of the 14 cases in which the 
alternate freezing procedure was used, the melting results for 
12 were indistinguishable from those corresponding to the 
normal freezing procedure, and in only two runs were there 
modest deviations. On this basis, it may be concluded that the 
results were not materially influenced by the specifics of the 
freezing procedure. 

Determination of T** and T*. A small, closed plexiglass 
container, 2.54 cm in diameter and 10.8 cm in length, was used 
for the determination of T* * and T* for each of the two syn
thesized impure substances. After the container was filled ap

proximately half full with the liquid phase of the substance, it 
was sealed and placed in an ice bath. When freezing of the liq
uid was completed, the container was transferred to the 
temperature-controlled equilibration bath. 

The bath temperature was first set at a value about 1°C 
below the approximate value of T** that had been identified 
in a preliminary experiment. Then, the bath temperature was 
raised by 0.05-0.1°C and held fixed for about 24 hr, at which 
time the phase-change substance was carefully inspected. If no 
melting was observed, the temperature was again increased by 
0.05-0.1 °C and a new observation made after 24 hr. This pro
cedure was continued until the onset of melting was en
countered, thereby providing the value of T**. 

Beyond T**, a succession of small temperature increases 
punctuated by waiting periods of 24 hr or longer were made. 
Periodic observations were performed during each waiting 
period to monitor the progress of the melting. At all 
temperatures below a certain value, the melting would not go 
to completion regardless of the duration of the waiting period. 
The lowest temperature at which complete melting occurred 
was identified as T*. 

Data Reduction 

The quantity on which attention will be focused in the cor
relation effort is the timewise variation of the melted mass, 
with the amount of mass liquefied between the onset of 
melting (t = Q) and any time t being denoted by ML. For a 
dimensionless presentation, ML will be ratioed with the total 
mass MT of the phase-change medium in the containment tube 
that is available for melting, so that ML/MT varies from 0 to 1 
during the melting period. ML and MT were evaluated from 
the mass measurements made before and after the melting 
period in each experiment. 

The basic data will be displayed in the form ML/MT versus 
time in order to call attention to the very considerable dif
ferences in the melting rates of the various media under in
vestigation. Subsequently, the correlation of the melting 
results will be explored using candidate independent variables 
which are combinations of dimensionless groups, instead of 
time alone. In one of the candidate independent variables, the 
participating groups are 

Fo = at/R2, Ste* =c(T„-T*)/\, 

Gr* =gV(T„-T*)Ri/v2 (1) 

while a second candidate independent variable involves the 
groups 

Fo = at/R2, Ste** = c(Tai-T**)/\, 

Gr**=g$(Ta>-T**)R3/v2 (2) 

where Fo, Ste, and Gr, respectively, denote the Fourier, 
Stefan, and Grashof numbers. In addition to its involvement 

c = 
Fo = 

Gr* = 

Gr** = 

k = 
M = 

ML = 

MT = 

Nomenclature 

specific heat 
Fourier number = at/R2 

Grashof number = 
gPiT^-T^Ri/v2 

Grashof number = 
g /3 ( r„ - r**) /? 3 / c 2 

acceleration of gravity 
thermal conductivity 
molecular weight 
mass liquefied from / = 0 to 
t=t 
total mass available for 
melting 

R = 

Ste* 

Ste** 

T, 

T** * = 
m = mass 

inner radius of containment 
tube 
Stefan number = 
c(Tm-T*)/\ 
Stefan number = 
c(T„-T**)/\ 
initial temperature of solid 
temperature of melting en
vironment bath 
lowest temperature at which 
melting can go to 
completion 
temperature at which solid 
begins to melt 

t = 

w = 
X = 
a = 
0 = 

X = 

/* = 
V = 

p = 

Subscripts 

e = 
o = 

mix = 

time 
mass fraction 
mole fraction 
thermal diffusivity 
thermal expansion 
coefficient 
latent heat of melting 
viscosity 
kinematic viscosity 
density 

$ 

«-eicosane 
n-octadecane 
mixture 
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Table 1 

Mix o/e 
50/50 
25/75 

Values of T* 

T P * * 

29.1 
32.7 

and T** for synthesized substances 
<°C) 

r* 
experimental 

31.1 
33.4 

equation (11) 
32.1 
34.2 

with Fo and Gr to form a correlation parameter, Ste will also 
serve as a dimensionless representation of the characteristic 
temperature differences (Tx - T*) and (T„ - T**). 

The temperatures T* and T** have already been defined, 
while T„ is the temperature of the melting environment bath. 
In view of the high values of the convective heat transfer coef
ficient at the external surface of the containment tube, T„ is 
very nearly equal to the tube wall temperature. The ther-
mophysical properties appearing in equations (1) and (2) are 
those of the liquid melt, and their evaluation will be discussed 
shortly. The tube inner radius R was chosen as the 
characteristic dimension in both Fo and Gr. This choice was 
made because R is much smaller than the other candidate 
characteristic dimension - the height. 

The only difference between Ste* and Ste** and between 
Gr* and Gr** is the respective presences of T* and T**. Since 
T** = T* for a pure substance, the dimensionless groups of 
equations (1) and (2) merge into a single set for such 
substances. 

The thermophysical properties of ^-octadecane and n-
eicosane were taken from [6]. These properties were evaluated 
at the respective melting temperatures T* of the substances. 
This choice of temperature was made because the thermal 
resistance at the melting front (where the temperature is V) is 
the main resistance of the system, since its surface area is 
always smaller than that at the wall of the containment tube. 

The equations used for the evaluation of the thermophysical 
properties of the synthesized substances will now be detailed. 
In these equations, subscripts mix, o, and e will be used to 
respectively identify properties of the mixture, w-octadecane, 
and n-eicosane. The mass fractions Wand the mol fractions X 
needed in the specification of the mixture rules are given by 

W0=m0/{m0 + me), We = \~W0 (3) 

X0=(m0/M0)/[(m0/M0) + (me/Me)], Xe=l-X0 (4) 

where m and M, respectively, denote mass and molecular 
weight. 

The relevant properties are: 

Thermal conductivity ([7], p. 532) 

(kmix-ko)/(ke-ko) = 0.28We + 0J2Wl 

Specific heat ([I], p. 171) 

Density 

Latent heat 

••V.W0/p0) + (We/Pe)V 

X • = W X + W\ 
"mix rY o'so ^ rY e'V 

(5) 

(6) 

(7) 

(8) 

(9) 

(10) 

Expansion coefficient 

Pmix=(PmiX/PoW0$0 + (pmix/pe)WePe 

Viscosity ([7], p. 462) 

h f c i , = X0\np.0 +Xe\nix.e 

As will be seen shortly, the melting correlation is not very sen
sitive to the mixture rule for /x, since /i appears to the 14 
power. From the foregoing, amix was evaluated as (k/pc)mlx 

and vmix as (ji/p)mix. 
A simple rule for estimating T* for binary mixtures has been 

suggested by Dwyer [8] as 

T*mix = T*+Xe(T*e-T*) (11) 

10 

Fig. 1 

30 50 70 
MELTING TIME (MINUTES) 

Representative time history of the melting process 

The T* values predicted by equation (11) are compared in 
Table 1 with those measured as described earlier, and satisfac
tory agreement is seen to prevail. The deviations may be due, 
in part, to the fact that the "pure" «-octadecane and n-
eicosane paraffins necessarily contained small amounts of im
purities. According to [9], even among 99-percent-pure paraf
fins, there is a range of up to 1.3°C in the stated values of T*, 
depending on the supplier of the material and on the composi
tion of the impurities. 

Results and Discussion 

Melting Front Position and Shape. A history of the prog
ress of the melting process can be assembled from the 
measured shapes of the solids which remained unmelted at the 
ends of the successive data runs. One such representative 
history is presented in Fig. 1, where longitudinal cross sections 
of the unmelted solid are shown at six instants of time. The 
unmelted solid, the liquid melt, the melting front, and the tube 
wall are identified in the figure. The sp^tijkrresults conveyed 
in Fig. 1 correspond to a 50/50 mixture of ^-octadecane and n-
eicosane and to a Stefan number Ste* = 0.056. The main point 
conveyed by Fig. 1 emerges from comparisons with Figs. 1-3 
of [5], which show melting patterns for a pure paraffin. Such 
comparisons show no differences between the shapes of the 
melting solids for the impure and pure substances. 

Timewise Increase of Melted Mass. The basic melting data 
collected during the course of the experiments are, for the 
most part, presented in Figs. 2 and 3 in terms of the ML/MT 

ratio. As indicated in the legend, each figure conveys data for 
w-octadecane, n-eicosane, and the two synthesized mixtures. 
By its inherent nature, ML increases with time. All of the 
melted mass versus time results of Fig. 2 correspond to a given 
thermal operating condition. In particular, all of the melting 
runs were initiated with the solid at a temperature 7) just 
below the 28.2°C melting temperature of «-octadecane, while 
the temperature Tm of the melting environment bath was fixed 
at 38.2°C. Therefore, ( r „ - T,)= 10°C for all cases in Fig. 2. 
For Fig. 3, the initial temperature T,- of the solid was as in Fig. 
2, but T0o = 58.2°C. Consequently, for all cases in Fig. 3, 
(Ta - r , ) s30°C . Because of the higher thermal driving force 
in Fig. 3, the range of time on the abscissa is smaller than that 
for Fig. 2, reflecting the more rapid melting. 

The objective of Figs. 2 and 3 is to display the differences in 
the melting rates of the various media and, thereby, to define 
the task of bringing the data together. In general, for a given 
thermal operating condition, melting becomes progressively 
slower for the sequence: n-octadecane, 50 percent octadecane 
and 50 percent eicosane, 25 percent octadecane and 75 percent 
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Fig. 3 Basic melting data for pure and impure substances, 
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eicosane, n-eicosane. This ordering reflects the different 
degrees of initial subcooling (T* * - Tf) of the solid phases of 
the various substances, namely, 0, 0.9, 4.5, and 8.2°C (recall 
that T** = T* for the pure substances). The subcooled solid 
absorbs energy which would otherwise cause melting, and the 
subcooling may even bring about a delay in the onset of 
melting (note that time = 0 in Figs. 2 and 3 corresponds to the 
moment that the tube is exposed to the step change of 
temperature). 

Comparison of Figs. 2 and 3 indicates that greater dif
ferences among the melting rates of the various substances are 
in evidence for the former. This is as it should be, since sub
cooling should have a greater effect on melting at smaller 
values of the overall temperature difference (7 ,„-7 ' , ) . Fur
thermore, in each figure, the melting rates of n-octadecane 
and the 50/50 octadecane/eicosane mixture are hardly dif
ferent, reflecting the fact that both substances are similarly 
subcooled (sO). The near-coincidence of the melting rates for 
these substances obviated the need for considering the 75 per
cent octadecane, 25 percent eicosane mixture. 

In addition to the cases for which results are presented in 
Figs. 2 and 3, melting experiments were also performed for n-
octadecane at a temperature difference ( r „ - T,) = 5°C. These 
results were obtained to provide additional inputs to the up
coming correlation of pure substance melting. 

Correlation of Pure Substance Melting. The first step in 
the development of a melting correlation is to work with the 
pure substances (n-octadecane and «-eicosane), with the 
melting initiated without subcooling of the solid. This is the 
simplest of the investigated situations and is, therefore, an ap
propriate starting point for the correlation effort. The non-
subcooled w-eicosane results used in the correlation were 
measured here with the same batch of paraffin as for the 
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Fig. 5 Exploratory use of FoSte*(Gr*)1'8 as a correlation parameter for 
melting of impure substances 

variqus eicosane-involved substances of Figs. 2 and 3. This 
was deemed preferable to using the results of [5] which were 
obtained with a different batch of eicosane. 

The first correlation parameter to be considered is the 
FoSte* product. This group is suggested by a one-dimensional 
melting model in which conduction is the only mechanism for 
transferring heat from the tube wall to the liquid-solid inter
face. The conduction-based solution indicates that aside from 
a weak dependence on Ste* (for the Ste* range of interest 
here), ML/MT should be a unique function of FoSte*. When 
the ML/MT data for n-octadecane and «-eicosane were plotted 
against FoSte*, good correlation was achieved at small FoSte* 
but not at larger FoSte*. This outcome is to be expected since, 
as previously noted, heat conduction is the dominant mode of 
heat transfer only at small times (small FoSte*) while natural 
convection dominates at larger times (larger FoSte*). 

To account for the effect of natural convection, it is ap
propriate to include the Grashof number Gr* in the correla
tion parameter. To this end, the already-established form 
FoSte*(Gr*)" was considered, and n was varied parametri-
cally. The best representation of the data was achieved for 
n= 1/8. This representation is displayed in Fig. 4, where the 
ML/MT data for n-octadecane and n-eicosane, both without 
initial subcooling, are plotted as a function of FoSte*(Gr*)1/8. 
Aside from minimal scatter, it is seen that the data for the two 
substances and for the various Ste* have been brought 
together - signaling the attainment of a correlation for pure 
substance melting. 

Correlation of Impure and Pure Substance Melting. A 
correlation which encompasses both the melting of pure 
substances and the melting of impure substances will now be 
sought. In view of Fig. 4, the correlation parameter must 
reduce to FoSte*(Gr*)1/8 for pure substances. Since T** = T* 
for pure substances, it follows that both 

FoSte**(Gr**)1/8 and FoSte*(Gr*)l/8 (12) 

are candidate parameters for correlating the pure substance 
and impure substance results. 

The efficacy of FoSte*(Gr*)1/8 will be examined first, and 
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Fig. 5 has been prepared to this end. This figure presents the 
melting results for the two synthesized mixtures, plotted in the 
form ML/MT versus FoSte*(Gr*)1/8. Examination of the 
figure shows that a correlation as tight as that of Fig. 4 has not 
been achieved. This outcome prompts consideration of 
FoSte**(Gr**)1/8 as the correlating parameter. 

The ML/MT results for both the pure substances and the 
synthesized impure substances have been brought together and 
plotted in F i t 6 as a function of FoSte**(Gr**)1/8. These 
substances Include nonsubcooled «-octadecane and n-
eicosane, for which data symbols are listed in Fig. 4, and the 
50/50 and 25/75 octadecane/eicosane mixtures, with data 
symbols given in Fig. 5. 

From an examination of Fig. 6, it is seen that the melting 
data for the various pure and impure substances are very well 
correlated as a function of FoSte**(Gr**)1/8, thereby signal
ing the fulfillment of the objective of the research. From the 
standpoint of practice, the existence of a correlation such as 
that of Fig. 6 means that the melting characteristics of impure 
substances can be obtained from the melting characteristics of 
related pure substances. 

Concluding Remarks 

The objective of the investigation reported here was to seek 
a means for correlating melting results for pure and impure 
substances. To this end, melting experiments were performed 
for two nominally pure paraffins, n-octadecane and n-
eicosane, and for two synthesized impure substances - mix
tures of the octadecane and the eicosane. The melting occur
red in a closed vertical tube whose wall was subjected to a step-
change increase in temperature. 

Supplementary experiments were also carried out to 
measure two characteristic temperatures for each mixture. 
One of these, T**, is the temperature at which melting of the 
solid phase begins. The other, T*, is the lowest temperature at 
which melting can go to completion. For a pure substance, 

The melting results for all of the investigated substances, 
both pure and impure, were successfully correlated as a func
tion of FoSte**(Gr**)1/8. [Note that FoSte**(Gr**)1/8 reduces 
to FoSte*(Gr*)1/8 for a pure substance]. Use of this correla
tion enables melting rates for impure substances to be deter
mined from melting rates for pure substances. The evaluation 
of the impure substance melting rate requires that T** be 
known, the value of which is readily measured in a simple ex
periment of the type used here for the synthesized mixtures. 
Note that it is not necessary to have information about the en
tire phase equilibrium diagram nor is there a need to know 
about possible variations of the temperature at the solid-liq
uid interface during the melting process. 

The research performed here was concerned with impure 
substances which are binary mixtures of pure substances. It re
mains to investigate whether the present correlation method is 
applicable to more complex impure substances. 
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Freezing of Liquid-Saturated 
Porous Media 
The paper reports on an experimental and analytical study of freezing of a liquid-
saturated porous medium. Experiments have been performed in a cylindrical capsule 
cooled from the outside and oriented vertically and horizontally to obtain quan
titative temperature distribution and fusion front motion and shape data. Different-
size glass and aluminum spherical beads were used for the porous medium, and 
distilled water was used as the phase-change material. A mathematical model, based 
on a one-dimensional analysis which considered heat conduction as the only mode 
of heat transfer in both the solid and liquid regions, has been developed and sen
sitivity studies have been carried out. Comparison of experimental data with predic
tions of the solid-liquid interface position and temperature distribution shows good 
agreement and thus confirms the mathematical model for a system of glass beads 
and water. However, for a system of aluminum beads and water the thermophysical 
property model is inadequate, and agreement between predictions and data is 
relatively poor. 

Introduction 

Solid-liquid phase-change heat transfer occurring in 
saturated porous media is of interest to problems in 
geophysics and numerous technologies. Some applications in
clude latent heat-of-fusion energy storage [1], artificial and 
natural soil freezing and thawing [2], and food processing. 
Little attention has been given to the problem because of the 
inherent complexity encountered when dealing with porous 
media combined with the motion of the solid-liquid interface. 
Properties such as density, specific heat, and thermal conduc
tivity intimately depend on the characteristics of the porous 
media (e.g., porosity and permeability). Natural convection, 
ground water seepage, and other types of fluid flow in the 
liquid further complicate the phase-change problem. 

Artificial freezing of the ground is frequently used for con
struction and mining purposes. The frozen soil is employed as 
structural support and as a water barrier in large-scale excava
tions and tunnel or shaft construction. A review paper by 
Sanger [3] examines the applications and other aspects of ar
tificial soil freezing arising in construction. Natural freezing of 
the soil is important in determining the heat loads of 
underground buildings. Performance of ground-based heat 
pumps could be affected by the freezing and thawing of the 
soil around the heat exchanger pipes in the ground [4, 5]. 

A large part of the available literature has been aimed 
toward practical design applications used for construction. 
Hashemi and Sliepcevich [6] numerically modeled freezing 
around a row of pipes in the presence of a groundwater flow 
normal to the pipe centerline using a finite element method. 
The same energy equation is used to describe the temperature 
fields in both the solid and liquid, and the latent heat effects 
are accounted for in the temperature-dependent specific heat 
over a suitable temperature range. Frivik and Comini [7] used 
an analysis similar to that of Hashemi and Sliepcevich [6]. In 
addition, they performed experiments using sand as the 
porous medium and measured both flow rates and 
temperature fields. Good agreement for both mass flow rates 
and temperature fields was found between experimental data 
and predicted results for the single test presented. Using ad
vanced mathematical solution techniques, Goldstein and Reid 
[8] have studied freezing or melting in a water-saturated 
porous medium in the presence of seepage flow. The energy 
equation in the unfrozen region was solved without knowing 
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Section A - A 

Fig. 1 Schematic of test cell: (1) test section; (2) acrylic end caps; (3) 
copper heat exchanger; (4) thermocouple rake; (5) thermocouple posi
tion on rakes; (6) fill tube; (7) overflow tube; (8) cylindrical brass tube 

the shape of the frozen region. The nonlinear interfacial 
energy balance was transformed into a nonlinear integral 
equation which was linearized by solving the equation over 
short time increments. 

Only a very limited amount of analytical and experimental 
work on phase-change heat transfer in liquid saturated porous 
media has been reported, and understanding of the 
phenomenon is incomplete. This paper reports on an 
analytical and experimental study of solidification of a liquid-
saturated porous medium contained in a cylindrical capsule. 
Results of numerical calculations and comparison of ex
perimental data with predictions based on a pure heat conduc
tion model are reported. 
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Experiments 

Experimental Apparatus. Experiments of solid-liquid 
phase-change heat transfer in saturated porous media were 
performed in the cylindrical capsule shown in Fig. 1. The cap
sule consists of a brass cylinder (73.0 mm i.d., 1.07 mm wall 
thickness, and 158.8 mm long) with a bottom and top cap 
made of acrylic plastic. The thermal conductivity of acrylic is 
less than the thermal conductivity of the PCM and porous 
medium which helps in reducing the end effects. The heat 
source/sink consisted of two copper tubes (6.35 mm o.d., 4.76 
mm i.d.) wrapped and soldered around the outside of the 
brass cylinder with the two tube inlets each at opposite ends of 
the cylinder. In this manner, the double-wrapped tubing acts 
like a counterflow heat exchanger to give a uniform wall 
temperature. The copper tubing does not cover the surface of 
the brass cylinder well at the ends. Therefore, a portion of the 
cap fits down inside of the brass cylinder to ensure that the in
side test seation had the same wall temperature everywhere. A 
tight seal was obtained using thin rubber gaskets made from 
surgical gloves and threaded rod to clamp the caps to the 
cylinder. An extra, hard rubber washer was used on one end to 
allow for some expansion of the test section if needed without 
breaking the test cell. Two tubes placed in the top cap enable 
excess water to be removed from the capsule as the water 
freezes (at the center of the cap) and the test section to be filled 
with the porous medium and PCM (near the inside wall of the 
cylinder). The test cell was insulated using Styrofoam fitted 
around the heat exchanger and caps (5.09 cm thick radially). 

Measurement of the temperature distribution and wall 
temperature was made by four thermocouple rakes and five 
thermocouples placed on the outside of the brass cylinder us
ing thermal epoxy. Radial and azimuthal positions of the 
rakes are shown in Fig. 1. This rake arrangement allows 
temperature measurements to be affected little by a rake at a 
larger radius. The copper-constantan thermocouples had a 
wire diameter of 0.13 mm. They were placed through holes in 
the plexiglass rakes, ran down the back of the rake and out the 
bottom cap. The thermocouple bead was placed approximate
ly 0.5 mm away from the rake and directed radially outward. 

Test Materials. Aluminum and glass spherical beads were 
used as the porous media. The beads were of soda-lime glass 
with diameters of 1.59, 2.89, and 6.0 mm. The properties used 
were for a soda-lime glass with a chemical composition as 
close as could be obtained to the chemical composition of the 
glass beads used in this study. The aluminum was commercial
ly pure (Type 1100) with a bead diameter of 3.18 mm. Again, 
the properties were for aluminum of chemical composition as 
close as possible to the aluminum bead used in this study. The 
phase-change material was once-distilled, degasified water. 

The porosity (volume of voids over the total volume) was 
determined in two ways using a separate cylindrical container. 
The porosity of the aluminum bead was 0.39; for the largest 
glass bead size it was 0.38 and for the smaller sizes 0.36. The 
porosity for all sizes of spherical beads should be equal assum

ing the same packing arrangement. The discrepancy is due to 
the roundness of the beads and increase in porosity near the 
wall of the container which is more significant for the larger 
bead size [9]. 

Test Procedure and Data Reduction. In preparing for an 
experiment, the test cell was first filled with the porous 
medium. The balls were settled to obtain approximately the 
same conditions for each run. After degasification, the water 
was carefully siphoned into the test cell to ensure that no air 
was trapped in the matrix or to prevent air from mixing with 
the water. A mixture of alcohol and water was circulated 
through the heat exchanger from two constant-temperature 
baths. After initial conditions were established, solidification 
of the water was initiated by circulating cooling fluid through 
the coils on the. outside test cell wall at the desired wall 
temperature (below the fusion temperature). The difference 
between the wall and cooling fluid temperature was taken into 
account in the data reduction procedure. 

The thermocouple output was read at a given interval of 
time using a data logger. From these temperatures, the 
temperature distributions and solid-liquid interface position 
as a function of time were determined. The time at which the 
interface reaches an arbitrary thermocouple, i.e., radial posi
tion, is determined as the time when the temperature dif
ference between two consecutive temperature readings can be 
detected (second reading is below the fusion temperature for 
an initial liquid superheat or second reading is below the 
temperature of the subcooled water when it is initially at the 
fusion temperature). Since the temperature readings are taken 
at finite intervals, this introduces some error in the experimen
tal determination of the solid-liquid interface motion and 
position. 

Analysis 

Assumptions and Model Equations. The physical system 
modeled for freezing consists of a cylinder, closed at the ends, 
filled uniformly with spheres (porous media) and liquid. In
itially, the system is at a uniform temperature greater than or 
equal to the fusion temperature T,>Tj. At time t>0, a 
uniform temperature is imposed on the inside of the cylinder 
wall which is less than the fusion temperature, Tw < Tj. This 
initiates the freezing process with the fusion front moving 
radially inward. 

The following assumptions are made in the analysis: 

1 The porous medium is isotropic and homogeneous. 
2 Physical properties are independent of temperature but 

are different for each phase. 
3 Overall volume change due to phase change is negligible. 
4 Heat conduction is the only mode of heat transfer in 

both the solid and the liquid, i.e., natural convection is as
sumed to be absent. 

5 The solid-liquid interface is clearly defined, i.e., the 
PCM has a well-defined fusion temperature. 

c 
Fo 

Ahf 

k 
q* 

r 
rr 
R 
S 

Ste 

= specific heat 
= Fourier number = asm t/R2 

= latent heat of fusion 
= thermal conductivity 
= dimensionless heat flux = 

-qR/ksm(Tf-Tw) 
= radius 
= radial interface position 
= inside radius of test section 
= solid thickness 
= Stefan number for freezing = 

cs(Tf-Tw)/Mf 

t 
T 
a 
8 

e 
X 

£ 
P 
T 

= time 
= temperature 
= thermal diffusivity = k/pc 
= dimensionless interface 

position = rs/R 
= dimensionless temperature for 

freezing = (T-Tw)/{Tf-Tw) 
= dimensionless solid thickness 

= S/R 
= dimensionless radius = r/R 
= . density 
= dimensionless time = Fo»Ste 

<j> = porosity 

Subscripts 
/ = fusion 
/ = interface 
i = initial 
/ = liquid phase 

Im = effective liquid 
m = porous medium 
s = solid phase 

sm = effective solid 
w = wall 
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6 The local temperatures of the phase in the voids and 
porous medium are the same. 

7 Porosity is uniform. 

With the preceding assumptions, the resulting dimensionless 
energy equations for the solid and liquid are, respectively, 

dd<m 1 d /tMm\ • 

•V*IFV (1) Ste 

Ste / <xsm \ 
^ a,,„ ) 

dr £ 3£ 

ddlm 1 9 de lm 
(2) 

°lm-

"lm ' dr £ d£\ d% ' 
The initial, boundary, and interface conditions for freezing 
are: 

for T < 0 

= 0 at £ = 1 

= 1 at £ = 5 

/ Km \ ddlm 

"im-

(3fl) 

(36) 
(3c) 

4>. 
(pc)s dd 

(pc)sm dr 

d0„„ 

3? 
at £=S 

= 0 at £ = 0 

(3d) 

(3e) 

The difference in density of the solid and liquid PCM is ac
counted for in the interfacial energy balance, but is neglected 
in the energy equation (i.e., convection is absent). 

Before the model equations can be solved, a viable means of 
determining the thermophysical properties of the porous 
media is needed. Effective or average properties are used 
which are based on the fraction of each constituent. 
Specifically, the effective thermal capacitance (density times 
specific heat) is needed, which results in the following equa
tion for the solid [10] 

(pc)sm = (pc)m(l - <M + (pc)s4> (5) 
where sm, m, and s, respectively, refer to the solid influenced 
by the porous medium, the porous medium, and the solid 
phase. The equation for the liquid is determined by simply 
replacing sm and s by lm and /, respectively. 

The thermal conductivity is more complex, because it 
depends on the geometry, heat flux direction, and volume 
fraction of each constituent. Methods for calculating the ther
mal conductivity of saturated and unsaturated soils have been 
evaluated [11], and a number of effective thermal conductivity 
models for porous medium have been discussed [10]. Of these, 
the series and parallel models are the simplest ones. Veinberg 
[12] has derived an equation which is claimed to be universally 
applicable for randomly distributed spherical inclusions in a 
medium. The equations for the series and Veinberg models, 
which are used in this work are, respectively, 

1 _ ( ! - » ) , <t> 
(6) 

Km + * 
/ km —ks\ 
\ k\n ) 

j . i /3 _ b- _ n 

Method of Solution. When solving a moving boundary 
heat transfer problem numerically, complications arise due to 
the motion of the solid-liquid interface with time. As such, the 
position of the interface is not known a priori and the domains 
over which the energy equations are solved vary. Furthermore, 
there exists a discontinuity in the temperature gradient at the 
fusion front. 

Briefly, the method of solution uses a fixed grid system [13] 
coupled with an implicit time scheme. A node is specified at 
the interface, and the interface position must be determined as 
it progresses through the nodal system. To eliminate the inac
curacy introduced by the interpolation or extrapolation [13], 
unequal spacing in the computational grid on both sides of the 

0.000-
0.000 .200 .400 .600 .800 1.000 

Fig. 2 Temperature distribution at various times; Ste = 0.1, 0 = 0.5, 
9/ = 2.5 

interface (which changes with time) is employed. To handle 
this unequal spacing, the energy equation for the solid and liq
uid phases are finite differenced by first multiplying by the 
radius £ and then integrating over a unit control volume in 
space [14]. 

Finite differencing of the interfacial energy balance requires 
an accurate approximation for the first derivative of 
temperature using the unequal spacing at the interface. By 
twice differentiating a second-order polynomial and solving 
for the first derivative (e.g., solid side of the interface), a 
suitable formula was derived which uses the interface node 
and two adjacent nodes on the solid side of the interface. 

Initially (/<0) there is no solid phase present. Assuming 
that the fusion front velocity is proportional to the amount of 
energy removed at the cylinder wall, a dimensionless energy 
balance at the wall derived similar to the preceding interfacial 
energy balance yields 

(pc)s d8 _ / Km \ dfl/„, 
v K,„ ) at 

(8) 
(pc)sm dr V ksm / a? 

This energy balance was used in the numerical solution to 
determine an initial fusion front velocity (i.e., solid thickness) 
for the first time step only. The purpose of the wall energy 
balance is to initiate the numerical solution. After the solid 
phase is established, the interfacial energy balance was used. 

The independence of the solution on the grid was estab
lished by performing calculations for different grids. The 
model equations were also solved for the limiting case of a 
homogeneous medium (no porous media, </>=1.0). The 
numerical results obtained for the interface position were 
found to be in excellent agreement with numerical predictions 
reported in the literature for freezing [15] and established con
fidence in the numerical algorithm employed. 

(7) Results and Discussion 

Parametric Calculations. To gain insight into the effect of 
various parameters during the phase-change process (in the 
absence of natural convection in the melt), a parametric study 
was made [16]. These results are obtained using the series 
model for the effective thermal conductivity. Only some sam
ple results for glass as the porous medium and water as the 
PCM are included here. Much more extensive results of 
parametric calculations are available elsewhere [16]. 

A typical temperature distribution during freezing of a 
superheated liquid is shown in Fig. 2. The solid region is 
represented by the portion of the temperature distribution 
between the fusion temperature (0=1.0) and the wall 
temperature (9 = 0). When the liquid is initially superheated, 
the liquid region is represented by the portion of the 
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Fig. 3 Variation of heat flux at the wall and solid and liquid sides of the ing of water: glass beads 2.89 mm in diameter, 0, = 1.0 
interface with time; Ste = 0.1, V> = 0.5, 0, = 2.5 
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Fig. 4 Variation of solid thickness with time for different Stefan 
numbers; <2> = 0.5, 0j = 1.0 

temperature distribution above the fusion temperature 
(0= 1.0). In the absence of a superheat, the liquid temperature 
would be uniform and would equal the fusion temperature. 

Initially, the temperature distribution in the solid is prac
tically linear due to the rapid growth of the solid phase. As the 
solid thickness increases, the rate of solidification decreases 
due to the increasing thermal resistance to heat flow. At later 
times, the temperature distribution becomes curved 
downward. This is due to the fact that the temperature at the 
outside wall (wall temperature, 0 = 0) is less than the 
temperature at the solid-liquid interface (fusion temperature, 
6= 1.0). Therefore, the heat transfer is in the direction of in
creasing radius. For a unit control volume, the area normal to 
the radial direction increases with increasing radius. This 
results in the temperature distribution being curved 
downward. 

Figure 3 shows the typical variation of the dimensionless 
heat flux g*. Initially, the heat flux at the wall and solid side of 
the fusion front are very high due to the small solid thickness. 
The wall heat flux decreases continuously due to the growth of 
the solid phase. In contrast, the heat flux at the solid side of 
the interface starts to increase just before complete solidifica
tion. This occurs because the area of the interface decreases 
more quickly than the temperature gradient on the solid side 
of the interface, which increases the heat flux on the solid side 

of the interface. Moreover, in Fig. 3 the initial superheat has 
been dissipated when the temperature gradient on the liquid 
side of the interface vanishes. An initial superheat in the liquid 
results in a heat flux to the interface (on the liquid side) along 
with a heat flux away from the interface (on the solid side). 
Therefore, the net energy removed at the interface (repre
senting the rate at which the liquid is solidified) is smaller, 
resulting in increased time for complete solidification. 

For a given PCM and other parameters defining the porous 
medium, decreasing the wall temperature is equivalent to in
creasing the Stefan number. This decreases the actual time for 
complete solidification (Fig. 4). Note, the dimensionless time T 
is a function of various parameters (including the Stefan 
number) and therefore does not always exhibit the same trends 
as does the actual time. 

Effects of using different phase change materials have been 
investigated, and it has been found that the rate of solidifica
tion is not very sensitive to the PCM [16]. The temperature 
distribution depends strongly on the effective thermal dif-
fusivity, but the effective thermal conductivity is the most im
portant parameter of the porous medium. It determines the 
heat flux at the interface which controls the rate of solidifica
tion. The effect of changing the porous medium (like the 
PCM) is manifested through its effective properties and in
fluences the rate of solidification for otherwise identical ther
mal conditions imposed on the system [16]. 

Effects of the initial temperature or amount of initial 
superheat on the interface velocity are not illustrated for the 
sake of brevity. As previously discussed, the superheat in the 
liquid reduces the net heat flux at the interface [see equation 
(3d)]. Therefore, the actual time for solidification is increased 
as the amount of initial superheat of the liquid is increased. 

Comparison of Predictions With Data. In comparing 
predictions of the numerical model with experimental data, 
the variation of the wall temperature with time resulting from 
the finite heat capacity of the test capsule walls must be ac
counted for. Only for very large heat fluxes would there be an 
appreciable difference in the outside and inside wall 
temperatures of the brass cylinder. Therefore, the measured 
outside wall temperatures were used in the numerical calcula
tions. It is important to note that the dimensionless 
temperature is a function of the instantaneous wall 
temperature. Furthermore, the Stefan number and dimen
sionless time are functions of the wall temperature. Therefore, 
for any given time, the wall temperature must be known to 
determine the other model variables. 

A sensitivity study was performed [16] using various effec-
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Fig. 7 Comparison of predicted and measured temperatures for freez- Fig. 9 Effect of bead diameter on the solid layer thickness for freezing 
ing of water: aluminum beads 3.18 mm in diameter, fl, = 1.0 of water, flj = 1.0 

tive thermal conductivity models to determine which best 
represents the system of spherical beads and water (or ice). By 
examining the temperature distribution and solid-liquid inter
face position, the Veinberg [12] model was found to give the 
best agreement for a water-glass bead system. For a 
water-aluminum bead system, the Veinberg model also gave 
the best agreement, but the discrepancy was larger. All of the 
results given are at the midheight of the test section. 

Different glass bead diameters (6.0, 2.89, and 1.59 mm) had 
little effect on the agreement between data and predictions of 
the temperature distribution. Agreement is good for all three 
bead sizes. This was expected since the properties of the 
porous media and phase change material are similar and no 
natural convection was present (0, = 1.O). Figure 5 illustrates 
the temperature variation with time for a glass bead diameter 
of 2.89 mm. 

Figure 6 shows the temperature distribution with time for 
6/ = 2.145. Because the initial superheat is represented with 
some initial liquid temperature and the dimensionless 
temperature is defined using the wall temperature which varies 
with time until steady-state conditions are reached, the ques
tion arises as to what value of the wall temperature should be 
used to define the initial superheat. It was represented with the 
wall temperature averaged only over the time the liquid was. 
superheated. Therefore, the discrepancy between the data and 

pedictions at early times is due to this approximation. The 
overall agreement is, however, quite good. The temperature 
distribution confirmed the absence of natural convection dur
ing inward freezing of water in both vertically and horizontal
ly oriented cylindrical capsules. Because of the good agree
ment, nothing further can be shown by examining the 
temperature distributions for the other experiments using glass 
beads; therefore, no additional comparisons will be given for 
the sake of brevity, but they can be found elsewhere [16]. 

Comparison of measured and predicted temperature 
distributions with time for a water-aluminum bead system is 
shown in Fig. 7. The results are presented in terms of dimen
sional parameters because when represented in dimensionless 
form, the data trends become exaggerated and therefore not 
representative. There are significant discrepancies for both the 
slope and magnitude of the temperature data compared with 
predictions. These results are partially attributed to the 
Veinberg model overpredicting the effective thermal conduc
tivity. In addition, the assumption that the phase change 
material and porous media are in local temperature 
equilibrium becomes invalid when the difference between the 
properties of the porous media and the PCM is quite large. As 
a consequence, there may be a preferential direction for heat 
flow, because the aluminum beads have a much higher ther
mal conductivity than the PCM. Furthermore, the interface 
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does not progress smoothly through the porous media because 
the cross-sectional area of the pore varies. 

Figure 8 shows the variation of the solid thickness with time 
for glass (Ste = 0.045 and 0.087) and aluminum (Ste = 0.024 
and 0.041) beads as the porous media. Note that the slope be
tween the last two data points for a water-glass bead system is 
larger than predicted (i.e., the system solidifies more quickly 
near completion). Since there is approximately a 10 percent 
decrease in the density of ice over that of water, 10 percent of 
the original mass of the phase-change material is removed 
from the test cell during freezing. This is not accounted for in 
the model. Therefore, the data show quicker freezing near 
complete solidification due to the loss of mass from the cap
sule. This occurred for every experiment except the test with 
aluminum beads and a Stefan number of 0.041. The four data 
points show practically a linear variation with time. This 
finding is attributed to rapid growth of the solid layer coupled 
with the uncertainty in the measurements. 

Variation of the Stefan number resulted in the same trends 
as predicted by the parametric study (Fig. 4). The Stefan 
number in Fig. 8 refers to the parameter at complete solidifica
tion, since it varies with time. The good agreement for 
solidification with glass beads and the fact that there is con
siderable discrepancy between data and predictions for freez
ing with aluminum beads should be noted. The smaller Stefan 
number gives slightly better agreement for solidification with 
aluminum beads. This is believed to be due to a slower 
solidification rate. Therefore, the system is closer to 
temperature equilibrium between the porous medium and 
phase change material (which is assumed in the analytical 
model). 

Different bead diameters had little effect on the solidifica
tion rate and agreement between data and predictions is within 
experimental error (Fig. 9). This was expected since the initial 
temperature is equal to the fusion temperature. There is slight
ly more discrepancy for the 6.0-mm bead size due to the in
crease in porosity near the wall and thermocouple rakes as 
mentioned earlier. 

The presence of an initial superheat increases the time for 
complete solidification (Fig. 10). This confirms the findings of 
the parametric study, but the magnitude of the difference is 
smaller for the predictions. This result is attributed to the 
variation of the wall temperature with time for the experiment 
in contrast to a step change in wall temperature for the 
parametric study (Figs. 2, 3 and 4). As a result, the portion of 

the solid thickness on which the superheat has an effect is 
smaller for the experiment. Also, there is greater discrepancy 
between the data and predictions when the liquid is initially 
superheated. This is due to the approximation of the initial 
superheat used in the model as mentioned in discussing the 
temperature distribution. Furthermore, it was established that 
within experimental error the orientation of the test cell has no 
effect on the solidification rate as expected in the absence of 
initial superheat in the liquid. 

Conclusions 

The one-dimensional model for solid-liquid phase change 
heat transfer in porous media predicted reasonably well the 
temperature distribution and solid thickness with time for 
freezing. Comparison was slightly worse for the larger glass 
beads due to the noticeable increase in porosity near the wall 
and thermocouple rakes, and because the effective properties 
become less adequate as the system becomes more 
nonhomogeneous. 

The results show that the effective thermal conductivity 
model of Veinberg is adequate only for a system in which the 
porous media and the PCM have similar values. The model 
overpredicts the effective conductivity when there is a very 
large difference in the thermal conductivities between the 
porous medium and the PCM. Furthermore, the assumption 
that the PCM and porous medium are in local temperature 
equilibrium becomes invalid. 
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Natural Convection Experiments in 
a Stratified Liquid-Saturated 
Porous Medium 
Natural convection heat transfer from a constant-flux cylinder, immersed vertically 
through a stratified {two-layer) liquid-saturated porous medium, was investigated 
experimentally. Measured radial temperature profiles and heat transfer rates agreed 
well with numerical predictions based on the work of Hickox and Gartling. The 1:6 
permeability-ratio interface existing between the two layers was found to effectively 
trap buoyancy-driven fluid motion within the high-permeability region, beneath the 
interface. Within this high-permeability region, Nusselt number versus Rayleigh 
number data were found to correlate with previously measured results, obtained for 
the same basic geometry, but with a fully permeable upper-surface hydrodynamic 
boundary condition. In both cases, the vertical and radial extent of the region under 
study were large compared to the radius of the heat source. Combined results in
dicate that, for a given Rayleigh number in the Darcy-flow regime, heat transfer 
rates from cylinders immersed vertically in uniform liquid-saturated porous media 
of large vertical and radial extent potentially approach limiting values. Variable-
porosity effects which occur in unconsolidated porous media adjacent to solid 
boundaries were investigated numerically for cases where the particle-to-heater 
diameter ratio was small (~ 10~2). Results showed variable-porosity effects to have 
a negligible influence on the thermal field adjacent to such boundaries under condi
tions of Darcy flow. 

Introduction 
The subject of this paper is the study of nonisothermal 

buoyancy-driven flows in a liquid-saturated porous medium 
consisting of two horizontal layers of different permeability. 
Interest in this topic has increased in recent years due prima
rily to its impact on various engineering problems. Two 
notable examples include nuclear-waste isolation in geologic 
repositories [1] and geothermal energy extraction [2]. 

Convective flows in layered porous media have been studied 
numerically by McKibbin [3-6], Rana [2], Poulikakos and Be-
jan [7], and Gartling [8], in the latter case using the finite-
element code MARIAH [9]. Ribando [10, 11] has done related 
numerical work on natural convection in liquid-saturated 
porous media wherein permeability varies with depth. 

Experimental results for forced flows through layered 
porous media have been reported in the chemical engineering 
literature, e.g., Moranville [12]. However, no experimental 
results for natural convection in stratified liquid-saturated 
porous media were found during an extensive search of the 
literature. 

The objective of the present research was, therefore, to 
generate an experimental data base aimed at identifying im
portant aspects of the phenomenology encountered in such 
flows and which could also be used to validate the physics and 
numerics incorporated in any of the above-noted models. 
Special emphasis was placed herein on the MARIAH code [9] 
because of its application to nuclear-waste isolation problems. 

Experimental Approach 
Figure 1 shows a schematic of the experimental apparatus. 

The vertical annular region containing the liquid-saturated 
porous media had a radial gap width Ar = 20.96 cm, and was 
bounded by an inner cylinder of radius /-,• = 0.95 cm and a con
centric outer cylinder of radius r0 = 21.91 cm. The nondimen-
sionalized vertical coordinate Z/Ar was measured from a zero 
position at the bottom of the test region. 

[COOLING WATER FLOW] 

t I 

WATER 
INTERFACE 
(Z/Ar=4) 

PERMEA
BILITY 

INTERFACE 
(ZAf=3.25) 

INSULATED ENDPLATE 
11 111 i i i i 

Contributed by the Heat Transfer Division and presented at the 23rd National 
Heat Transfer Conference, Denver, Colorado, August 1985. Manuscript re-, 
ceived by the Heat Transfer Division April 10, 1985. 

Fig. 1 Schematic of experimental apparatus 

The inner cylinder was a resistance heater comprised of six 
coiled resistors wired in parallel, packed in magnesium oxide 
powder, and encased in a thick-wall stainless-steel shell. X-ray 
photography showed these resistors to be separated from one 
another by vertical spacings of Z/Ar = 0.1. (Note: Axial con
duction along the heater, and effects of minor axial variations 
in an otherwise uniform power-dissipation rate, were both ac
counted for in the finite-element modeling.) Power input to 
the heater was measured by an electronic wattmeter and main
tained constant for each experiment via a feedback loop incor
porating a microcomputer and stepping-motor-controlled 
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variac. Four separate power-per-unit-length values P of 34.5, 
69.1, 103.6, and 138.1 W/m were utilized in the present 
investigation. 

The porous media were comprised of solid glass beads, 
essentially spherical, with diameter distributions shown in 
Figs. 2 and 3. All properties of these media were measured: 
porosity, </> = 0.34; effective (liquid-saturated) thermal con
ductivity, Ke = 0.Sl W/m-°C; and permeabilities, k= 110 and 
611 x l O - 1 2 m2. Distilled, deaerated water was used as the 
working fluid. 

A permeability interface was established at Z/A/-=3.25 by 
positioning the 50 mesh particles above the 20 mesh particles. 
Mixing of these two media was minimized due to the approx
imate 1:2 ratio of their average particle diameters. 

A liquid/porous-medium interface was located at Z/Ar — 4, 
providing a constant-pressure, permeable-surface boundary 
condition across the top of the 50 mesh particles. The over
lying liquid layer was maintained isothermal at 22.5 "C 
through use of an immersed cooling coil linked to a constant-
temperature bath. 

The entire outer circumference of the test vessel was sur
rounded by a separate annulus. Temperatures along the r0 

boundary were measured and maintained constant at 22.5°C 
by the continual recirculation of cooling water from this an
nulus through a second constant-temperature bath. Temper-
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Fig. 3 Particle diameter distribution, 20 mesh 

ature measurements across the thickness of the lower end plate 
showed this boundary to be adiabatic. 

Temperatures along the inner cylinder were measured via 
miniature surface-mounted thermocouples, while temperature 
distributions across the annulus were measured via radial 
thermocouple-probe arrays. Exposed-bead probes were uti
lized in the steep-temperature-gradient regions nearest the 
heater surface, while sheathed-thermocouple probes were 
utilized elsewhere. Probe calibration tests showed that this 
deployment would keep maximum probe conduction errors to 
within = - 1 °C. More detailed discussions of the instrumenta
tion and data-acquisition system are given in [13]. 

Physical Modeling and Numerical Results 

The mathematical formulation and the computational ap
proach utilized in the MARIAH code have been previously 
published [9]. Two aspects of the physical modeling, however, 
are discussed here: (1) utilization of Darcy's law as the 
momentum equation, and (2) flow channeling near im
permeable boundaries. 

In the present mathematical formulation, utilization of 

Nomenclature 

Cp = specific heat at constant 
pressure, kJ/kg-°C 

d = particle diameter, ^m 
d = average particle diameter, /tm 
g = gravitational constant = 9.792 

m/s2 

Ke = effective thermal conductivity 
of the liquid-bead mixture, 
W/m-°C 

k = permeability, m2 

Nu = Nusselt number; see equation 
(4) 

P = heater power per unit length, 
W/m 

Ra = Rayleigh number; see equation 
(5) 

r = radial coordinate, measured 
from centerline, m 

Ar = annular gap width = rB — r,,, m 
T = temperature, °C 

Tj = average heater surface 
temperature, °C; see equation 
(2) 

AT = average temperature drop 
across A/-, °C; see equation (3) 

f = average temperature for prop
erty evaluation, °C; see equa
tion (7) 

Z = vertical coordinate, measured 
from bottom of test region, m 

ae = effective thermal diffusivity, 
m2 /s; see equation (6) 

/3 = volumetric expansion coeffi
cient, 1/°C 

X = multiplier of permeability near 
a solid surface 

ji = viscosity, kg/m-s 
p = density, kg/m3 

a = standard deviation 
<j> = porosity 

Subscripts 

/ = of fluid phase 
/ = at the innermost radial loca

tion (r,) of the annular test 
region 

M = measured 
max = maximum 

o = at the outermost radial loca
tion (rB) of the annular test 
region 

P = predicted 
0.50 = fifty percentile value 

coc = infinite cylinder 
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Darcy's law as the momentum equation dictates that the no-
slip hydrodynamic boundary condition at impermeable sur
faces cannot be applied. Maximum velocities parallel to such 
surfaces are thus predicted to occur at the surface. Application 
of mathematically more complex momentum equations, e.g., 
the Brinkman model [14], would result in a no-slip condition 
at impermeable boundaries, with predicted maximum 
velocities parallel to such surfaces occurring immedi
ately adjacent to the surface. The attainment of the no-slip 
hydrodynamic boundary condition via Brinkman's model, 
however, forces the introduction of another parameter, the so-
called "effective viscosity," the value of which is not strictly 
defined. Recent papers by Nield [15] and Haber [16] discuss 
the controversy which exists surrounding this issue. 

Another near-surface phenomenon which could conceivably 
influence the thermal and velocity fields immediately adjacent 
to solid boundaries is "flow channeling." This effect arises 
due to porosity variations (increases) which occur in the pack
ing of unconsolidated particles against solid surfaces. For 
perfect spheres, only point contacts with the solid boundary 
could exist, and the porosity of the medium would approach a 
limiting value of unity at the boundary. 

Ranganathan [17] addressed this problem numerically for 
the case of mixed convection about a heated vertical surface in 
a liquid-saturated porous medium wherein the superimposed 
flow aided the buoyancy-induced motion. Brinkman's model 
was applied with the effective viscosity set equal to the fluid 
viscosity. Inertial effects were also modeled using the Ergun 
equation [18]. Results showed that, " . . . taking into account 
the variation of wall porosity within the medium influenced 
the temperature profiles by less than 1 percent. This was valid 
for a range of wall porosities between 0.8 and 1.0. It is be
lieved that since the variation in the porosity is confined to a 
very small region near the boundary, its influence on the 
temperature field within the boundary layer is negligible." It 

34.5 W/m 69.1 W/m 103.6 W/m 

Fig. 5 Predicted streamlines 

138.1 W/m 

34.5 W/m 69.1 W/m 103.6 W/m 

Fig. 6 Predicted isotherms 

138.1 W/m 

was further noted in [17], "that variation of porosity had a 
slightly greater influence (~ 8 percent) on the velocity profiles 
near the boundary. Hence, from a heat transfer standpoint, it 
can be concluded that the variation of porosity near the 
boundary can be neglected." 

Vafai [19] applied a Brinkman/Ergun extension of Darcy's 
law to the problem of /orcetf-convection (inertially influenced) 
flows in fluid-saturated porous media; specific attention was 
given to flows in packed beds in the vicinity of an impermeable 
boundary. Vafai concluded that, "The variable-porosity 
effects are shown to be important and significant for most 
(forced-convection) cases. For calculating the heat flux at the 
boundary, for some cases, Darcy's law provides a better ap
proximation for accounting the variable-porosity effects than 
the modified Darcy's law." 

Therefore, based on the combined results of [17] and [19], it 
would be expected that variable-porosity (flow-channeling) 
effects are negligible in cases wherein the Reynolds number, 
based on pore velocity and particle size, is less than order one 
(i.e., in the Darcy-flow regime). An attempt was made to 
substantiate this assumption in the present research. 

Flow-channeling effects were modeled herein by specifying 
a spatially dependent permeability, which linearly increased 
from its far-field value (k) to any prescribed value Q\k), where 
X > 1, as r decreased over the radial extent of the innermost 
finite element, a distance equal to 4.6 d for the 20 mesh par
ticles and 9.3 d for the 50 mesh particles. Two points regard
ing this model warrant discussion. First, the ratios of particle 
diameters to heater diameter were 0.017 for the 50 mesh beads 
and 0.034 for the 20 mesh beads, both very small values. Ex-
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tensions of the present findings to cases where the particle-to-
heater diameter ratio becomes large may not be justified. Sec
ond, this flow-channeling model was applied solely along the 
/•,• boundary, in the region of heat input, i.e, where the driving 
force for the fluid motion was applied. This fact, coupled with 
the annular geometry of the problem, dictated that maximum 
fluid velocities always occurred in the immediate vicinity of 
the /-,- boundary. Flow-channeling effects, if found to be unim
portant in this maximum-velocity region, would surely be 
negligible along all other boundaries of the problem. 

A numerical sensitivity study was conducted, wherein X was 
systematically varied from 1 to 8 while P was held constant at 
138.1 W/m. Comparisons of predicted and measured surface 
temperatures along the inner heated boundary were used to 
quantify the influence of flow channeling on the thermal field. 
Results showed predicted T, values to linearly decrease with 
increasing X, consistent with the increased convective cooling 
of a constant-flux surface, but the overall influence was quite 
weak; an eightfold increase in near-surface permeability 
caused only a « 6°C reduction in 7} levels. More importantly, 
X values in the range 1 to 2 yielded best overall agreement with 
measured surface temperatures. (Note: Both of these observa
tions are consistent with those of [13] wherein a doubling of 
near-wall permeability was found to affect predicted surface 
temperatures by less than 1°C.) Since uncertainties in this 
"free parameter" X, in the range 1<X<2, corresponded to 
changes in predicted surface temperatures of only = 1 °C, its 
inclusion in present analyses was concluded to be unjustified 
and unnecessary. In summary, flow-channeling effects adja
cent to impermeable surfaces, within the Darcy-flow regime, 
were found to have a negligible influence on the predicted 
thermal field. Analyses reported herein were thus conducted 
without the utilization of any free parameters. 

Figure 4 presents an outline of the physical regions en
countered in the present problem, as well as the finite-element 
mesh used to compute the fluid flow and heat transfer 
throughout these regions. The finite-element mesh was com
prised of 495 elements. Element dimensions were compressed 
in both the radial and vertical directions in order to more ac
curately compute the large temperature and velocity gradients 
which occurred in the immediate vicinity of both the heated 
surface and the permeability interface. 

Measured boundary conditions, physical properties for pure 
water (including viscosity, thermal conductivity, and 
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volumetric expansion coefficient as functions of temperature) 
and physical properties of the matrix material (including 
measured values for porosity, permeability, and effective ther
mal conductivity) were input to the code for each power level 
tested. Computations were done on a CRAY-1 computer; run 
times required to obtain steady-state solutions ranged from 85 
to 200 s as P was increased from the minimum to the max
imum value. 

Figures 5 and 6 show predicted steady-state streamlines and 
isotherms for each of the four power levels tested. (Note: The 
ten predicted streamlines, for each power level, are plotted 
such that an equal mass flux occurs between any two adjacent 
contours; predicted isotherms are plotted in 5°C increments, 
for temperatures from 25°C to 50°C, then in 10°C increments 
for the temperature range 50°C to 90°C.) For each power 
level, the presence of buoyancy-driven fluid motion was more 
pronounced within the high-permeability region beneath the 
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Table 1 Comparison of measured and predicted results 

p 
(w/m) 

34.5 

69.1 

103.6 

138.1 

£ 
1.0 
3.0 

•3.5 

1.0 
3.0 

•3.5 

1.0 
3.0 

•3.5 

1.0 
3.0 

•3.5 

| T H " TP|MAX 

CO 

3.5 
3.0 
1.5 

4.0 
4.0 
4.0 

2.5 
2.5 
5.5 

2.5 
2.0 
5.0 

CO 

19.8 

39.6 

5S.4 

79.2 

IT - T I 
I ' M 'PJMAX 

AT_C 

0.177 
0.152 
0.076 

0.101 
0.101 
0.101 

0.042 
0.042 
0.093 

0.032 
0.025 
0.063 

[T,-T„]M 
CO 

15.6 
18.4 
17.5 

26.2 
32.9 
35.9 

35.1 
44.3 
49.3 

44.0 
54.4 
61.1 

| T M - T P | M A X 

[T|-VJM 
0.224 
0.163 
0.086 

0.153 
0.122 
0.111 

0.071 
0.056 
0.112 

0.057 
0.037 
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AVG.= 0.084 AVG.= 0 .106 

permeability interface, as expected. The upper layer of re
duced permeability was seen to trap a major portion of the 
mass flux flowing vertically upward along the inner boundary, 
forcing it to turn and flow radially outward beneath the 
permeability interface. Outflow and inflow across the inter
face between the low-permeability medium and the overlying 
liquid layer were also seen. Quantitative comparisons between 
measured and predicted radial temperature profiles, and be
tween measured and predicted heat transfer rates, are 
presented in the next section. 

Experimental Results in Comparison With Numerical 
Predictions 

Figure 7 shows radial temperature profiles (for a constant 
power level of 138.1 W/m) at three vertical locations, two 
beneath the permeability interface and one above. Several 
observations were made from these results. Surface and near-
surface temperatures beneath the permeability interface were 
seen to increase with increasing vertical distance, indicating 
the presence of a strong buoyancy-driven upflow along the in
ner, heated boundary. By contrast, the radial temperature 
profile through the low-permeability layer showed higher ab
solute temperatures and an approximate linear relationship in 
T versus ln(r) coordinates, both facts indicating heat transfer 
within the conduction-dominated regime. A comparison of 
temperature profiles measured immediately below and above 
the permeability interface (i.e., at Z/Ar = 3.0 and 3.5) showed 
a crossover at large radial distance (/>15 cm) with slightly 
higher temperatures occurring below the permeability inter
face near the outer boundary. These results indicate that the 
buoyancy-driven upflow along the inner cylinder (originating 
beneath the permeability interface) failed to penetrate the 
overlying low-permeability region to any significant extent, 
and was thus forced to turn outward, flowing radially beneath 
this interface toward the outer boundary. 

Numerical predictions were found to be in good agreement 
with measured results for all power levels tested (see Figs. 8,9, 
and 10). The existence of short unheated lengths along the in
ner boundary was found to affect the thermal field only within 
very localized volumes immediately adjacent to each such 
unheated length. Of the three data planes shown in Figs. 7 
through 10, this minor experimental limitation influenced 
predicted results only on the Z/Ar = 3.5 plane. As can be seen 
in Fig. 10, modeling this effect resulted in improved agreement 
between predictions and measurements for radial locations 
within one heater radius of the /•,• boundary. 

Table 1 quantifies the comparisons of Figs. 7 through 10 in 
terms of maximum relative differences between predicted and 
measured radial temperature profiles using each of two 
distinct bases for nondimensionalization. In the first case, 
maximum observed differences between measured {TM) and 
predicted (TP) temperatures along each radial temperature 
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Fig. 10 Radial temperature profiles, ZMr = 3.5 

distribution were divided by the limiting annular temperature 
drop dictated by the infinite-cylinder conduction solution 

A7-w=-
2irK„ 

In (-1) (1) 

The rationale for this basis is the fact that all numerical solu
tions, and/or experimental states, involving convective energy 
transport can be quantified by their "departure" from the 
conduction limit. Using this reference, numerically predicted 
temperatures were found, on the average, to be within = 8 per
cent of measured values. Alternatively, the measured 
temperature drop across the annulus, [T, — T0]M, on each 
Z/Ar plane under study, was also utilized as a basis of com
parison. Using this reference, numerically predicted 
temperatures were found, on the average, to be within = 10 
percent of measured values. 

Figures 11 and 12 complete the present analysis by showing 
comparisons of measured and predicted results in terms of 
parameters which quantify heat transfer rates. Attention is 
focused here on the region below the permeability interface, 
treating the interface between this region and the overlying 
low-permeability layer as a semi-permeable hydrodynamic 
boundary condition. (Semi-permeable implies that mass can 
cross the permeability interface at any point, dependent solely 
on local vertical versus horizontal pressure, and thus velocity, 
gradients; recall the predicted streamline patterns of Fig. 5.) 

Figure 11 shows a plot of temperature drop across the an
nulus as a function of the linear power dissipation rate. Equa
tion (1) was used to calculate the theoretical curve for conduc
tion heat transfer from an infinite cylinder (the limiting case 
for this problem). 

In the presence of convection, both the measurements and 
the predictions showed that T, increases with Z due to the 
buoyancy-driven upflow along the heater surface. Hence, in 
order to represent such cases in the present plot, average 7) 
and A rvalues were introduced 

T,= _ -* i,z/Ar=i = ,+7-; / , j /Ar=3 
(2) 

AT-(f,-T0) (3) 

Measured and predicted results are plotted as symbols in Fig. 
11, with "bars" above and below them to represent the 
magnitude of the vertical temperature difference along the 
heated surface. As can be seen, the magnitude of the average 
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radial temperature drop (AT), and the magnitude of the ver
tical temperature difference along the heater, both increased 
with increasing power input. These natural-convection results 
were at or below the infinite-cylinder conduction curve for all 
power levels, the extent of the departure increasing with in
creasing power. Measured and predicted values were found to 
be in good agreement. 

These results can be interpreted in the classic Nusselt-
number versus Rayleigh-number framework by defining the 
dependent variable (i.e., the Nusselt number) as the ratio of 
the actual power per unit length transferred away from the 
heater to the power per unit length which would be transferred 
away by conduction only at the measured, or predicted, AT 

N u s -
r 2irKeAT I 

L ln(r„/r,) J 

(4) 

ln(r0//•,-) 

The independent variable in this correlating approach is the 
Rayleigh number, defined here by 

L afa„ J 

where 
lifae 

Ke 

PfCpJ 

(5) 

(6) 

Since, at this point, we are dealing with the region below the 
permeability interface, k in the definition of Ra is the 
permeability of the 20 mesh particles. Results of this cor
relating approach are shown in Fig. 12, where all fluid proper

ties in equations (5) and (6) were evaluated at an average 
temperature T given by 

m (7) 

Present results are shown here in comparison with results from 
[13] for natural convection in a liquid-saturated porous 
medium with an overlying fully permeable hydrodynamic 
boundary condition. 

First, consider present results. The numerically predicted 
curve of Nu versus Ra showed initial (observable) departure 
from the conduction-dominated regime (Nu = 1.0) at Rayleigh 
numbers of = 40, while experimental results indicated some 
convective-energy transport at this condition. (Due to the ver
tical orientation of the heat source, the theoretical limiting 
Rayleigh number for the absence of buoyancy-induced fluid 
motion is, of course, zero.) Predicted Nusselt numbers were 
seen to be =10 percent below measured values for low 
Rayleigh numbers, followed by an increased level of agree
ment at higher Rayleigh numbers. 

Present and previous [13] measurements, obtained for the 
same basic geometry, but with different upper-surface 
hydrodynamic boundary conditions, were found to collapse to 
a single curve. In both cases, flow was vertically upward along 
the heat source, the upper surface hydrodynamic boundary 
condition allowing the heated fluid to either exit from the 
porous medium [13], or to be directed away from the heat 
source toward the outer boundary (the present case). Further, 
in both cases, the heat source was a long, slender cylinder im
mersed vertically in a uniform porous medium of large vertical 
and radial extent. (Note: Large is used in the context of 
geometric ratios. In terms of the heated cylinder radius, the 
location of the upper-surface hydrodynamic boundary condi
tion was Z/r, = 93.5 in [13], and 71.5 here, while the outer 
boundary was at r0/r-, = 23.0 for both.) Therefore, these com
bined results indicate that, for a given Rayleigh number in the 
Darcy-flow regime, heat transfer rates from heated cylinders 
immersed vertically in uniform liquid-saturated porous media 
of large vertical and radial extent potentially approach 
limiting values. 

No claim is made as to the universality of the experimental 
results shown in Fig. 12. Systematic variations in the locations 
of the outer boundaries relative to the heat source would have 
to be made before limiting conditions for total insensitivity to 
these boundary conditions could be determined. This was not 
an objective of the present research. 

Summary 

Based on present measurements, and on comparisons of 
these measured results with previous measurements and with 
numerical predictions, the following observations were made: 

(1) The 1:6 permeability-ratio interface was found to effec
tively trap buoyancy-driven fluid motion within the high-
permeability region, beneath the interface. 

(2) Numerically predicted thermal fields, generated with the 
finite-element code of [9], were found to be within = 8 percent 
of measured results, using the infinite-cylinder conduction 
solution as a reference for both. 

(3) Nusselt number versus Rayleigh number data, measured 
for both a fully permeable and a semi-permeable upper-
surface hydrodynamic boundary condition, were found to col
lapse to a single curve. (Fully permeable refers to the presence 
of a liquid layer overlying the porous region under study, 
while semi-permeable refers to the presence of a lower-
permeability medium overlying the porous region under 
study.) In both cases, the ratio of the vertical extent of the 
porous medium to the heater radius was large ( = 70 to =95); 
similarly, the ratio of the radial extent of the porous medium 
to the heater radius was large (23 in both cases). Therefore, 
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these combined results indicate that, for a given Rayleigh 
number in the Darcy-flow regime, heat transfer rates from 
heated cylinders immersed vertically in uniform liquid-
saturated porous media of large vertical and radial extent 
potentially approach limiting values. 

(4) Variable-porosity effects which occur in unconsolidated 
porous media adjacent to solid boundaries were investigated 
numerically for cases where the particle-to-heater diameter 
ratio was small (order 0.01 to 0.03). Results showed variable-

• porosity effects to have a negligible influence on the thermal 
field adjacent to such boundaries under conditions of Darcy 
flow. 
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Condensation Effects in a Fibrous 
Insulation Slab 
This paper analyzes the moisture accumulation and the increase in the effective ther
mal conductivity of a fibrous insulation slab due to moisture migration. The prob
lem is modeled as a transient, multiphase flow, with variable properties, in a porous 
slab with impermeable, adiabatic horizontal boundaries and permeable vertical 
boundaries, A detailed investigation of the interaction between condensation rate, 
temperature, liquid content, and vapor density fields is presented. The influences of 
different humidity levels at the boundaries of the insulation slab are investigated in 
detail and the importance of the Peclet and Lewis numbers on the condensation pro
cess is demonstrated. The analysis shows that condensation, and the resulting 
augmentation of heat transfer, is a serious problem at large Peclet numbers 
(Pe> 1). Furthermore, the increase in the Nusselt number for fibrous insulation due 
to condensation is found to be minimized by designing an insulation slab which has 
a low Lewis number. 

1 Introduction 

Heat and mass transfer in porous media have been the sub
ject of extensive investigations because of the applicability of 
such studies to a variety of problems including geothermal 
engineering, soil hydrology, energy conservation, drying 
technology, and nuclear waste disposal. An important topic in 
the area of energy conservation is the condensation effects on 
the performance of highly porous fibrous insulation. 

Fibrous insulation consists of a solid matrix in a gas phase 
consisting of a mixture of air and water vapor and a very small 
amount of adsorbed liquid water. In many applications the 
fibrous insulation is part of an envelope separating the warm, 
humid air from a colder environment. Condensation may oc
cur in the interior of the insulation if the heat losses decrease 
the vapor temperature to its saturation value. This results in 
augmented heat transfer as a result of the liberated latent heat 
of evaporation. Condensation also leads to an increase in the 
apparent thermal conductivity of an insulation slab as the 
thermal conductivity of water is approximately 24 times that 
of air. 

Energy transfer in the fibrous insulation involves several 
different transport mechanisms. There is heat conduction in 
all three phases. Vapor diffusion and convection occur in the 
gas phase due to density variations induced by temperature 
and vapor concentration gradients. Infiltration occurs as a 
result of the pressure drop across the insulation walls. In addi
tion, phase changes can lead to condensation or evaporation. 
The general aspects of transport mechanisms in porous media 
are utilized [1-9] to gain an understanding of the physics of 
the condensation process and its effects in a fibrous 
insulation. 

When the temperature and vapor density gradients are 
moderate, the liquid accumulation by phase change is small [7] 
and therefore the condensate is usually present in a discon
tinuous and pendular state. In the pendular state, the liquid is 
practically immobile [8]. Hence vapor transfer, and not liquid 
transfer, is the dominant mode of moisture transport. Fur
thermore, moderate temperature gradients and the large 
aspect ratio of a typical fibrous insulation greatly reduce the 
free convection heat transfer process. However, the bulk con
vection due to air infiltration is usually very important. 

In the present work the transient and spatial variations of 
liquid and gaseous content and the augmented heat transfer by 
the phase change are analyzed. For the first time the interface 
between the dry and wet zones is found directly from the solu

tion of the transient governing equations, accounting for the 
gas density variations as well as the variable properties. The 
condensation regions are found to be significantly affected, 
both qualitatively and quantitatively, when the full transient 
problem and the variations of all thermophysical properties 
are considered. For example, the assumption of constant gas 
density leads to significant errors not only in the magnitude of 
the condensation rate but also in predicting the dry and wet in
terface regions. Likewise, an assumption such as nonzero con
densation rates at steady state leads to significant errors. 
These results are very important since they have not been con
sidered in any of the previous investigations. 

The results in this paper present a detailed investigation of 
the interaction between condensation rate, temperature, liquid 
content, and vapor density fields. The condensation problem 
is formulated rigorously using a local volume-averaging 
technique. The assumptions used in analyzing the problem are 
explicitly stated. The importance of the Peclet and Lewis 
numbers on the condensation process is demonstrated. The in
fluences of different humidity levels at the boundaries of an 
insulation slab are investigated in detail. It is shown that the 
heat transfer augmentation due to condensation is a serious 
problem for large Peclet numbers. 

2 Analysis 

The formulation of this problem is based on the local 
volume-averaging technique for mass, momentum, and energy 
equations for each phase to come up with the governing equa
tions for the condensation process in the fibrous insulation. 
This is done by associating with every point in the porous 
medium a small volume V bounded by a closed spatial surface 
A. Let Vf be that portion of V containing the fluid. The 
average of a quantity $ associated with the fluid is then de
fined as: 

<*>; Vf 
MV (1) 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division January 
10, 1985. 

The derivation of the governing equations for heat and mass 
transfer in a fibrous insulation is based on Whitaker's work on 
drying [1]. Several simplifying assumptions are made to arrive 
at the governing equations: 

1 The insulation matrix has a large aspect ratio and a small 
modified Rayleigh number. 

2 The bulk velocity in the gas phase is due to infiltration. 
3 The liquid accumulation is small; therefore it exists in 

the pendular form. 
4 The fibrous insulation is homogeneous and isotropic. 
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5 The porous system is assumed to be in local thermal 
equilibrium. 

After some algebraic manipulations the following non-
dimensional governing equations are obtained 

Liquid phase continuity equation: 

dtp 

dt 
= 0 

Gas phase continuity equation: 

3 ( e > T ) T ) , p c d(P 7 ) 7 

dt dx 

Gas phase diffusion equation 

P.P. 
= 0 

d(ey(p„)y) , „ a(p,)7 

hPe 
(m) 

dt dx 

1 d d 
Le dx l ^ 1 dx V (p)y ) \ 

Energy equation: 

3(7) P lgP3P4Pe 

a/ 

=P, 

<PT>' 

92(7) 

dx P1 9 

^18 / ^ e f f \ 

" P1 9 V dx ) dx dx2 

Volumetric constraint: 

ee (X, 0 + ey (x, t) + e„ = l 

Thermodynamic relations: 

(P^ = 
1 

P9(7) 
exp l (7) 

<Py)1'=Pn<Pv),,+Pl2<Pa)y 

(2)' 

(3) 

(4) 

(5) 

(6) 

(7) 

(8) 

where (pv)"< and {p7)
y are the intrinsic phase averages for pv 

and p in the gaseous phase. These are defined as 

(Po) 
1 

VAt) ivyU) 
PvdV (9) 

(pa)
y=- Ji)l^dV 

The variable volume-averaged properties in the 
medium are 

P = ioPa + epPt3+£y( (Pv)1 + {Pa)y) 

/=, _ e„P„c„ + egPgCg + eT (C„{^„)T + ca(pa)
y) 

•^eff = CCT̂ CT + e/3 ̂ (3 + e-
7 < P ^ + <P„>7 

^eff 
" e f f = " 

PC 0 

and the controlling parameters are 

D _ A» <S>7 

Po Lo 
p = _ A / ! v a p 

CnAT 
Pe = -

K n i 'o 
Lo 

AT 
1 o 

«0,eff 

Pvfi 

Le = 

^£rfi_ 

Po 

"0,eff 

-̂ Veff 

Pa,0 

p _ A/»vap 

Py.O 

«eff 

P r ,0 

•^eff 
1 6 • 

RVAT a0Mt K0fi{! 

and the nondimensional variables are 

Xi 

T 
T= 

AT Py=-
(PyF_t 

Py.O ' (i2 /a0 ,£ f f) 

(Pv)y=— . <P„}7= 
PB.O Pafi 

m 
( P 0 c " o « 0 , e f f A 7 ^ 2 A ^ v a p ) 

(10) 

porous 

(11) 

(12) 

(13) 

(14) 

(15) 

(16) 

(17) 

(18) 

(19) 

(20) 

Here, T is the dimensionless temperature, / the dimen-

Nomenclature 

Cp = average heat capacity, 
Ws/kgK 

c = heat capacity at constant 
pressure, Ws/kgK 

•̂ u.eff = effective vapor diffusivity 
coefficient, m2 /s 

Fo 
A/;, 

= Fourier number = dr0efff/Z2 

= enthalpy of vaporization per 
unit mass, Ws/kg 

k = thermal conductivity, W/mK 
A"eff = dimensionless effective 

thermal conductivity 
= A e f f /A0,eff 

= liquid phase permeability, m2 

= characteristic length of the in
sulation, m 

= Lewis number = &o,eff/-̂ y,eff 
m = dimensionless rate of phase 

change (negative for conden
sation and positive for 
evaporation) = m/(p0c0AT 
•a<),eff/£2A^vap) . _ 

Pe = Peclet number = V0L/6t0fitt 

K, 

Le 

R„ 
t 

T 

Th 

Tc 

Vo 
«0,eff 

AT 

e 
P 

Pv 

Pv,s 

P 
O) 

= vapor gas constant, Ntn/kgK 
= dimensionless 

time = (7(Z2/o:0ieff) 
= dimensionless 

temperature = T/AT 
= reference temperature for the 

hot side of the insulation, K 
= reference temperature for the 

cold side of the insulation, K 
= infiltration velocity, m/s 
= effective reference thermal 

diffusivity = K0tf(/p0c0, m2 /s 
= reference temperature dif

ference, K 
= volume fraction 
= dimensionless total 

density = p/p0 

= dimensionless vapor 
density = p„/p„i0 

= dimensionless sa tu ra t ed 
vapor density 

= density, kg/m3 

= relative humidity = pv/p „_s 

a 
c 

eff 
h 

ideal 

0 
s 
V 

P 
y 

a 

= 
= 
= 
= 
= 

= 
= 
= 
= 
= 

= 

air phase 
cold boundary 
effective properties 
hot boundary 
ideal conditions defined 
Section 4 
reference quantities 
saturated vapor 
vapor phase 
liquid phase 
gas phase which consists 
air and water vapor 
solid phase 

in 

of 

Superscripts 

= dimensional quantities 
y = intrinsic phase averages in the 

gaseous phase 

Other 

( ) = "local volume average" of a 
quantity 
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Impermeable, 
insulated 

0 x V 

- T = T C 

CO = COc 

Impermeable, 
insulated 

Fig. 1 The insulation slab with impermeable, adiabatic horizontal 
boundaries and permeable vertical boundaries 

sionless time, pv the vapor density, e3 the liquid volume frac
tion, e the gaseous volume fraction, Ke(l the effective thermal 
conductivity, py the gas phase density, p the total density, Cp 

the average heat capacity, fn the condensation rate, DnM the 
effective vapor diffusivity coefficient, a0eff the effective 
reference thermal diffusivity, and Ahwap is the enthalpy of 
vaporization. The quantities with subscript 0 refer to the 
reference quantities, and the variables with a bar on top refer 
to dimensional quantities. The Peclet number Pe characterizes 
the relative importance of the convective and diffusive heat 
transfer process. The Lewis number Le characterizes the 
relative importance of the heat and mass transport 
mechanisms. Both the Peclet and Lewis numbers are indepen
dent of space and time. 

To show the significance of the condensation process the 
above equations are solved subject to a different set of bound
ary and initial conditions. These boundary conditions are 
discussed in the next section. Among the controlling 
parameters, P3, Pls, and Pl9 vary with transient and spatial 
variations of the thermophysical properties. On the other 
hand, Pu P4, P6, P9, Pn, Pl2, and P16 are constants which 
are fixed once the reference properties are chosen. 

3 Procedure and the Computational Scheme 

The problem is modeled as an insulation slab with im
permeable, adiabatic horizontal boundaries and permeable, 
isothermal vertical boundaries as shown in Fig. 1. The bound
ary and initial conditions on the temperature and the relative 
humidity co are specified in nondimensional form as 

T(x= 0 ,0=15.65 

T(x=l,t)=l5.0 (21) 

and 

T(x,t = 0)=l5.0 

0 < W ( J C = 0 , / ) < 1 

u>(x= 1, f)= 1 (22) 

w(x, ? = 0)=1 

The above boundary conditions correspond to a hot and 
variable humidity environment on one side and a colder en
vironment on the other side. As seen in equation (22) the 
humidity at the hot boundary was varied between zero and one 
to analyze the effects of different humidity levels on the con
densation process. 

The Lewis number (related to the thermophysical properties 

of the constituent phases) and the Peclet number (related to 
the infiltration velocity) were found to have a profound effect 
on the physics of the condensation process. To investigate the 
effects of these numbers on the condensation process, the 
numerical results were analyzed for the following range of 
these parameters 

0 < L e < 1 0 

0 < P e < 1 0 
(23) 

To measure the increase in heat transfer across the fibrous 
insulation slab, a Nusselt number based on phase change is in
troduced. This Nusselt number is defined at the colder surface 
with respect to the energy transfer when there is no phase 
change (ideal case), as follows 

Nu, 

Energy transfer across the colder 
. surface accounting for the phase change 

Energy transfer across the colder 
surface neglecting the phase change 

(24) 

Nu„ 
[^-^]. 
R^H 

where Per is the reduced Peclet number defined as: 

Pe r = Pe- (s)7(pT)7 

C„p 

(25) 

(26) 

The numerical scheme was based on the finite difference 
form of equations (2) through (8). The space derivatives were 
approximated by the central-difference form except for the 
convective terms which were approximated by using an up
wind differencing scheme. The accuracy of the numerical solu
tion was tested by decreasing the spatial and time increments 
and comparing the corresponding values of the pertinent 
variables in both cases. When there was no change in the 
values of Tand (m), up to five significant figures, steady-state 
conditions were assumed to have been reached. 

In solving equations (2) to (8), depending on the magnitude 
of eg, two different approaches were pursued. Based on the 
experimental results of Langlais et al. [7], values of ê  < 10"6 

were considered to be part of the adsorbed water. It should be 
noted that the number 10 " 6 is an approximation obtained 
from the data in [7]. Therefore, when e3 was less than 10"6 , 
the condensation rate was set equal to zero at that location in 
the slab. This is because vapor can no longer be considered as 
being in the saturated state when e ; 3<10_ 6 ; therefore bulk 
condensation is not possible. This way, for ê  < 10"6 equation 
(7) was not used in the numerical solution. For regions where 
e^arlO -6 , equations (2) through (8) were solved to obtain all 
the pertinent variables. 

Initially, it was assumed that there is no water condensate 
inside the insulation slab. However, the solution scheme 
allowed the presence of some initial adsorbed water inside the 
slab. Although the nonhomogeneity near the insulation 
boundaries could be considered by letting ea be a function of 
position, in the present analysis ta was considered to be 
constant. 

In analyzing the condensation process in a fibrous insula
tion slab the following physical data were used in the 
numerical calculations: 

Z = 0.12m,€o = 0.03, rA = 313K, fc = 300K, 

p0 = 3 1 - ^ - , c0 = 8 4 2 - i — , K0Mt = 0.026 W/m-K, 
mJ kg-K 

PV= 1000 k g / m \ ca = 835 J/kg-K, k„ = 0.043 W/m-K, 

ps = 1000 kg/m3 , cs =4182 J/kg-K, ks =0.603 W/m-K, 
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p„fl =0.05 kg/m3, c"„ = 1866 J/kg-K, 

£„ = 0.0191 W/m-K, p„?0 = 1.045 kg/m3 , 

cfl = 1000 J/kg-K, ka =0.0262 W/m-K, p 7 0 = 1.16 kg/m3, 
f 0 =313K, 

Af=20K, 

A/ivap = 2442.5 kJ/kg, J?„ = 462.0 J/kg-K. 

4 Results and Discussion 

The condensation process was found to be significantly af
fected by the thermophysical properties of the fibrous insula
tion, the infiltration velocity, and different humidity levels. In 
order to study these effects, the condensation process was 
analyzed for three cases. These were: 

I Purely Diffusive Case, i.e., Pe = 0 and Le = 0(1). This 
case was analyzed for different humidity levels and different 
Lewis numbers. In this case convective vapor transport is 
negligible relative to diffusive vapor transport, as can be seen 
in equation (4), since P e < < l / L e . Furthermore, convective 
heat transport is negligible relative to diffusive heat transport 
because in equation (5) 

PlsP,PdPe 

P>9 

Convective Case, i 

<<P„ or 
Pis 

Pi9 

Le — oo and l < P e < 1 0 . II Convective Case, i.e., Le — oo and l < P e < 1 0 . The ef
fects of different humidity levels and different Peclet numbers 
were analyzed. In this case Le-*oo implies that Le is sufficient
ly large so that when Peclet number varies in the range of 
l < P e < 1 0 , we may assume that P e > > l / L e and thereby 
neglect diffusive vapor transport with respect to convective 
vapor transport in equation (4). However, diffusive heat 
transport is not negligible relative to convective heat transport 
because, in equation (5), and for the fibrous insulation 
properties 

'fl? 

while 

0(P18) = 0 QrH» 

0 
/PlsP3P4Pe\ 
V Pl9 I 

= 0(P3P4Pe) = 0.04Pe 

Therefore, when l < P e < 1 0 , diffusive heat transport is not 
negligible relative to convective heat transport. 

Ill Combined Convective and Diffusive Case. In this 
case both convective and diffusive modes of transport are im
portant during the heat and mass transfer process. 

The condensation process was analyzed for different 
humidity levels in both the purely diffusive and the purely con
vective cases by varying u(x=0) while keeping the other 
boundary conditions fixed. The changes in the condensation 
process caused by varying the humidity boundary condition 
are better understood by comparing the "ideal" vapor density 
field (p„,ideai) with the ideal saturated vapor density field 
t/°<;,s(Tideai)] for different values of co(x = 0). An ideal solution 
of a field variable is defined as the steady-state solution ob
tained after completely neglecting the phase change process in 
equations (2) to (8). It is shown later that in some cases such an 
ideal solution may not be physically viable. 

Purely Diffusive Case (Pe = 0). For the purely diffusive 
case, the ideal profiles for the temperature and vapor density 
are linear. For ideal case (p )y is constant, because there is no 
condensation at any time. Figure 2(a) shows three different 
linear profiles of puidetA obtained for three different values of 
u(x=0), when the other boundary conditions are kept con
stant. Note that the profile of pViS (Tidm]) which depends on 
T(x = Q) and T(x~ 1) is not altered by a change in oi(x=0). 
The three different humidity levels in Fig. 2(a) represent three 
types of boundary conditions on to (x= 0). These three bound-

p 

> 

r-Q 0".. •) / *v ,s v ideal ' 

/ \ . A Gv, ideal 

~ ~ ^ ^ ^ , 

0 x j 1.0 

(a) 

^ p 

> 
Q/ 

(b) 

Fig. 2 The three possible boundary conditions obtained by varying 
humidity levels in the purely diffusive case (a), and in the purely convec
tive case (b) 

ary conditions are chosen because they induce significant dif
ferences in the corresponding condensation and temperature 
solutions. These boundary conditions are classified as: 

(i) Boundary conditions of type one 

w(* = 0)=1.0 

(H) Boundary conditions of type two 

wp <<«>(*= 0)< 1.0 

where wp is the relative humidity corresponding to point p in 
Fig. 2(a) 

(Hi) Boundary conditions of type three 

w(x = 0)<wp 

The above boundary conditions are analyzed for different 
Lewis numbers. 

Boundary Conditions of Type One. At steady state, an 
ideal solution without phase change is not feasible in this case 
because the vapor density at any location cannot be greater 
than the saturation vapor density at the same location. 
Therefore, condensation would occur during the transient 
development of temperature and vapor density fields to reduce 
the vapor density to the saturated vapor density field. It was 
observed that the transient condensation process depended 
strongly on the Lewis number. However, at steady state, the 
gas density and the liquid content profiles do not vary with the 
Lewis number. The reason for this can be seen by examining 
equation (4). At steady state the condensation rate becomes 
zero and, for small liquid contents, the temperature distribu-
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Fig. 3 Transient variations of the condensation rate (a) and the steady-
state profile of the gas density for Pe = 0, and a(x = 0) = 1 (6) 
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Fig. 4 The transient variations of the pertinent variables for Pe = 0, 
tofx = 0) = 1 and a small Lewis number (Le = 0.2) 

tion approaches the ideal profile. Furthermore, the vapor con
tent and the vapor density become invariant, with time. 
Therefore equation (4) reduces to 
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Fig. 5 The effects of the boundary conditions of type two, 
w(x = 0) = 0.9, on the condensation rate (a, b) and the liquid content at 
steady state (c) inside the insulation slab for the purely diffusive case 

:[W'i(iiF)]-0 (27) 

The above equation along with the two boundary conditions 
on the gas density uniquely specifies (pT)7. Since there is no 
Lewis number dependency in equation (27) or the boundary 
conditions, the gas density will be independent of the Lewis 
number. The transient rate of phase change inside the insula
tion slab is shown in Fig. 3(a). The rate of phase change (fn) is 
negative for condensation and positive for evaporation. The 
steady-state gas density profile is shown in Fig. 3(6). 

The transient response for the spatial condensation rate, 
temperature, liquid content, and the vapor density for a small 
Lewis number (Le = 0.2) are shown in Fig. 4. As seen in Figs. 
3(a) and 4(a), at small Lewis numbers condensation starts im
mediately near the hot boundary and proceeds inward as the 
information from the left boundary reaches the inner regions. 
The condensation rate initially increases with time and later it 
decreases and converges to zero. The condensation acts as a 
heat source inducing the temperatures to rise above their ideal 
values. However, at steady state the condensation rate 
becomes zero and the temperature profile becomes almost 
linear. However, it should be noted that the vapor density pro
file at the steady state, as expected, is not linear. For a larger 
Lewis number (Le=1.4), in contrast to the smaller Lewis 
numbers, initially there was no condensation. However, the 
condensation did occur after some time lag. This was because 
at smaller Lewis numbers the vapor density penetrates inward 
much faster than at larger Lewis numbers. Also, the condensa
tion rate was significantly decreased and the temperature over
shoot was smaller for the larger Lewis number. In addition, it 

Journal of Heat Transfer AUGUST 1986, Vol. 108/671 

Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



•s 

0.0 

0.2 

0.4 

0.6 

0.8 

\ / 
-

-

/ 

Fo = 1.407 

0.9 
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 

x x 
(a) (b) 

15.7 

15.6 

15.5 

15.4 

15.3 

15.2 

15.1 

15.0 

K 
- \ 

- \ 

\ 
\ 

\ 
\ 

\ 

1.1 

1.0 

0.9 

0.8 

0.7 

0.6 

0.5 

0.4 

h. 
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 

x x 

(c) (d) 

Fig. 6 The variations of the pertinent variables for the purely correc
tive case, small Peclet numbers (Pe = 1), and the boundary conditions of 
type one (w(x = 0) = 1) 
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Fig. 7 The effects of larger Peclet numbers (Pe = 10) on the variables 
presented in Fig. 6 

took longer to achieve steady-state conditions for larger Lewis 
numbers. It should be mentioned that in Fig. 4 as well as Figs. 
6 to 10 the largest Fourier number profiles correspond to 
steady-state conditions. 
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Fig. 8 The variations of the pertinent variables for the purely convec-
tive case, small Peclet numbers (Pe = 1) and boundary conditions of 
type two (w(x = 0) = 0.8) 

The abrupt changes in some of field variables, shown in 
Figs. 3 and 4, are believed to be the result of the complex in
teraction of the temperature and moisture fields. This complex 
interaction, along with the application of a step change in the 
boundary conditions, does not allow for a smooth evolution 
of field variables. The spatial as well as the temporal grid steps 
were doubled to check the effect of the grid sizes on these 
abrupt changes. It was found that in general the curves 
become smoother, however, the very abrupt changes, and the 
qualitative behavior of the curves, were not affected by the in
crease in the grid sizes. This was found to be true for all of the 
figures presented in this paper. 

Boundary Conditions of Type Two. In this case the ideal 
vapor density profile intersects the saturated vapor density 
field somewhere in the interior of the slab. Again, at steady 
state an ideal solution without phase change is not feasible 
because the vapor density at any location cannot be greater 
than the saturation vapor density at the same location. As seen 
in Fig. 5(a) the condensation rate initially increases and then 
decreases toward zero. As in type one, the temperature profile 
increases above the ideal profile and then converges back to 
the ideal profile. However, a dry zone is formed adjacent to 
the left boundary. Also, in contrast with type one, at steady 
state the gas density and liquid content were dependent on the 
Lewis number. The reason for this dependence can be seen by 
examining equation (4) for the dry zone. At steady state equa
tion (4) reduces to 

d 

dx [w4(-£&-)]- (28) 
dx\ (py)y 

In the dry zone, (p„)T is a function of not only the temperature 
but also the relative humidity of the vapor. Therefore, even 
though the steady-state temperature is independent of the 
Lewis number, the vapor density is dependent on the Lewis 
number. This in turn causes the gas density to be dependent on 
the Lewis number. 
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Fig. 9 Combined convective and diffusive case for Le = 0.05, Pe = 0.05, 
and ufx = 0) = 1 

At a larger Lewis number (Le= 1.4), as seen in Fig. 5(b), the 
condensation process started only after a time lag and there 
was no condensation at any time at x = 0.2. The steady-state 
liquid content distributions for the cases shown in Figs. 5(a) 
and 5(b) are shown in Fig. 5(c). From Fig. 5(c) it becomes clear 
that the length of the dry zone increases with an increase in the 
Lewis number. In addition, for larger Lewis numbers, the 
temperature overshoot decreases and the time required to 
reach the steady-state conditions increases. Note that, for 
Le=1.4, the condensation rate profiles approach zero for 
larger Fourier numbers. 

Boundary Conditions of Type Three. Type three bound
ary condition is possible at steady state since the ideal vapor 
density does not exceed the saturation vapor density. Again, at 
steady state the condensation rate for this case converges to 
zero and the temperature field converges to the ideal profile. 
For a given Lewis number this type of boundary condition 
produced a smaller temperature overshoot and a smaller con
densation rate. Due to the presence of a dry zone, the steady-
state profiles for the gas density and the liquid content are 
again functions of the Lewis number (see equation (28)). 

For small Lewis numbers (Le = 0.2) condensation was found 
to occur initially due to the fast penetration of the vapor densi
ty. The condensation process was then followed by drying 
throughout the slab during the later stages of the temperature 
development. For a larger Lewis number (Le= 1.4) there was 
no phase change at all and the temperature and vapor density 
fields were completely uncoupled during their transient 
development. The possibility of condensation during the tran
sient response of the slab could be neglected only for large 
Lewis numbers and type three boundary conditions. 

Convective Case (Le—oo and l < P e < 1 0 ) . For this case, 
Fig. 2(b) shows three different humidity levels based on a com
parison with the saturation vapor density. These correspond 
to the same kinds of boundary condition which were discussed 
for the purely diffusive case. For the pure convective case the 
condensation process occurs immediately for large Peclet 

numbers while for small Peclet numbers there is either no con
densation at all or the condensation process starts after some 
time lag. 

The results for boundary conditions of the first and second 
types are shown in Figs. 6 to 8. At steady state, the colder 
boundary at x= 1 had a significantly smaller effect on the gas 
density profile. This was because the gas phase continuity 
equation was purely a convective equation with a uniformly 
positive velocity field. Figures 6 and 7 show that increasing the 
Peclet number increases the overall condensation rates (Figs. 
6a and la) and the overall temperature inside the slab (Figs. 6c 
and 7c). Also, as seen in Figs. 6(a) and 1(a), increasing the 
Peclet number shifts the maximum steady-state condensation 
rate location toward the downstream boundary. As seen in 
Figs. 6(a) and 8(a), lowering the humidity levels at the 
upstream boundary created a dry zone near the left boundary 
followed by a wet zone in the remaining portion of the slab. 
This behavior was similar to the purely diffusive case. 

As seen in Fig. 8(d), at steady state the vapor density in the 
dry zone was uniformly constant and equal to its value at the 
hot boundary. This can be seen by examining equation (4). At 
steady state, in the dry zone, equation (4) reduces to 

Pe x "' =0 or 
dx 

(p„)T = const (29) 

Furthermore, for the case presented in Fig. 8 an increase in the 
Peclet number was found to increase the extent of the dry 
zone. Based on very extensive numerical results, the main dif
ferences between the diffusive and convective cases were as 
follows: 

1 At steady state, the condensation rate is zero for the 
purely diffusive case. For the purely convective case, at steady 
state the condensation rate is invariant with time but not zero. 
Consequently, at steady state, heat transfer augmentation oc
curs only for the purely convective case. 

2 In the purely diffusive case, at steady state, the liquid 
content becomes invariant with time. For the purely convec
tive case, the liquid is initially immobile during the transient 
development of the field variables. However, at steady state, 
the liquid content increases with time. Eventually, the liquid 
content becomes large enough to make the liquid phase 
mobile. Therefore, for the purely convective case, the initial 
transient phase is followed by a second phase where the liquid 
movement has to be taken into account. This second phase, 
where the liquid movement cannot be neglected, is not con
sidered in this study. 

3 For the purely convective case, the temperature increases 
monotonically to its steady-state distribution. However, for 
some diffusive cases, the temperature distribution overshoots 
and then it decreases to its steady-state value. 

4 For the purely convective case, at steady state the gas 
density decreases monotonically inside the slab with a discon
tinuity at the downstream boundary. For the purely diffusive 
case, the steady-state gas density profile is concave upward. 

5 For boundary conditions of type three, for the purely 
convective case, there is no possibility of condensation for 
either large or small Peclet numbers. For the purely diffusive 
case, condensation does not occur for large Lewis numbers, 
but it could occur for small Lewis numbers. 

The reason that the condensation rate, at steady state, is 
always zero for the purely diffusive case can be seen by ex
amining equations (2), (3), and (6). At steady-state conditions 
these equations can be combined to give 

Pe 
d{p7 (m) 

dx PiP*P, 
-(P,-P4{P,>7) = 0 (30) 

For the purely diffusive case, the Peclet number is zero; 
therefore (m) = 0. For the purely convective case, or as long as 
Pe^O, it is possible to have a nonzero condensation term. 
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Combined Convective and Diffusive Case. For in
termediate values of the Peclet and Lewis numbers, this case 
had the combined properties of the previous two cases. Based 
on the numerical results, this case reduces to the purely dif
fusive case for very small Peclet numbers and to the purely 
convective case for very large Lewis numbers. Figure 9 
presents the results for the combined convective and diffusive 
cases when the Peclet number is very small. As seen in Fig. 9, 
at steady state the condensation rate converged to zero 
throughout the slab. This is due to the very small value of the 
Peclet number which makes the condensation process behave 
like the diffusive case. Also, as seen in Fig. 9, the gas density, 
temperature, and the vapor density all converge to typical dif
fusive type profiles at steady state. 

The effect of an increase in the Peclet number is shown in 
Fig. 10. As seen in Fig. 10, at steady state the condensation 
rate was not zero in the left portion of the slab while it con
verged to zero in the right portion of the slab. As expected, for 
high Peclet numbers, the gas density and the temperature pro
files displayed convective-dominated behavior. However, for 
the same type of boundary condition as in Fig. 10 there was no 
dry zone at steady state for the purely convective case. Fur
thermore, for this combined case, an increase in the Lewis 
number produces an increase in the steady-state condensation 
rate. 

The results of the present work on the thermal performance 
of fibrous insulation are summarized in Fig. 11. This figure 
shows the dependence of Nu on Pe and Le for an insulation 
slab subject to the following temperature and humidity 
boundary conditions: T(x=0, t) = 40°C, T(x=l, t) = 21°C, 
CO(JC = 0, 0 = 1 . and w ( x = l , 0 = 1- The Nusselt number as 
defined in equation (25) includes the convective contribution 
both in the numerator and the denominator, and therefore 
measures only the heat transfer increase owing to the phase 
change. The present analysis shows that condensation has a 
significant effect on the steady-state heat transfer through a 
fibrous insulation only when the convective vapor transport 
dominates over the diffusive vapor transport. In the present 
problem which considers 0.12-m-thick insulation, with a 

1.20 

1.15 

= 1.10 
r P e = 10.0 

-Pe = 5 . 0 

I 

Fig. 11 Nusselt number dependence on the Lewis number: (a) steady-
state results for convection-dominated regime; (b) transient results for 
diffusion-dominated regime 

moderate temperature difference across the insulation slab, 
such a convection-dominated regime was found to occur for 
P e > l and Le^O. 

Figure 11(a) shows the variation of the steady-state Nusselt 
number Nuc as a function of Le, with Pe as the parameter in 
the convection-dominated regime. For a fixed Pe, as Le in
creases the influence of diffusive vapor transport diminishes, 
and Nuc asymptotically approaches the value corresponding 
to the purely convective case. For Pe=10, the maximum 
augmentation in the Nusselt number is seen to be about 7 per
cent (Fig. 11a). It is interesting to note that in the convection-
dominated regime, for a fixed Peclet number, increasing the 
effective vapor diffusivity while holding the effective thermal 
diffusivity constant decreases the steady-state Nusselt number. 

For a diffusion-dominated regime, which occurs for Pe < 1, 
the Nusselt number is always observed to approach unity at 
steady state. However, the Nusselt number varies significantly 
during the transient evolution of the temperature field. Figure 
11(b) shows the maximum value of the Nusselt number during 
the transient development in the diffusion-dominated regime. 
For a given Pe, as the effective vapor diffusivity increases 
(i.e., the Lewis number decreases), the transient condensation 
increases and correspondingly the maximum transient Nusselt 
number also increases. However, the time for which the 
Nusselt number remains above unity by a significant amount 
(e.g., 2 percent) is not large. Therefore, condensation does not 
seem to be a serious problem for Pe< 1. 

In thermal insulation applications, a Peclet number of the 
order of 10 may be caused by air infiltration through cracks 
and pinholes in the insulation boundaries. Therefore, conden
sation effects should be taken into account during the design 
of thermal insulation systems. The present analysis indicates 
that the augmentation of heat transfer induced by air infiltra
tion through the insulation can be controlled by using low 
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Lewis number insulation. A low Le can be achieved by design
ing an open-structured, high-porosity insulation so that the ef
fective vapor diffusivity approaches its upper bound of 3 x 
10~5 m2/s (which corresponds to vapor diffusion through 
air). Alternatively, using fibrous insulation composed of solid 
fibers with very low conductivity would also decrease the 
Lewis number. 

5 Conclusions 

The effects of the condensation process on the heat losses 
from a fibrous insulation slab were presented. This was ac
complished by analyzing the problem as a multiphase flow 
heat and mass transfer in a porous slab with impermeable, 
adiabatic horizontal boundaries and permeable isothermal 
vertical boundaries. A detailed investigation of the interaction 
between condensation rate, temperature, liquid content, and 
vapor density fields was presented. The importance of the 
Peclet number, Lewis number, and different humidity levels 
on the condensation process is demonstrated. The results in
dicate that condensation and the resulting augmentation of 
heat transfer is a serious problem for large Peclet numbers 

(Pe>l). Furthermore, it is shown that the condensation ef
fects in increasing the Nusselt number can be controlled by 
designing a low Lewis number insulation slab. 
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Characteristics of a Simple Energy 
Absorption Transducer 
This paper presents the results of an investigation into a simple technique developed 
primarily for evaluating surface coating effectiveness for the absorption of a 
nonuniform laser radiation heat flux. Analysis suggests that if the transducer sensor 
is designed appropriately, and the experimental data analyzed in a particular man
ner, the temperature-time history of the transducer need be measured at only a 
single arbitrary location. These conclusions are also supported by experimental 
measurements of laser radiation absorption at a wavelength of10.6 txm for polished 
copper, polished steel, and for a manganese-phosphate coating on a steel substrate. 
The absorptivities measured for the polished copper and steel agree well with other 
experimental data in the literature. Limitations of the measurement technique, 
resulting from the temperature dependence of the transducer material properties, 
radiation absorptivity, and combined convective and radiative heat flux, are also in
vestigated theoretically and experimentally. 

1 Introduction 
A continuing interest exists in the utilization of high-energy 

gas lasers for various industrial applications involving machin
ing, welding, and heat treating. Since many of these applica
tions are associated with metals, whose untreated surfaces are 
generally highly reflective, there is a need to investigate the in
fluence of surface coatings on the enhancement of the radia
tion absorption process. The impetus for such investigations 
exists not only from the standpoint of process control, but 
also in view of energy conservation and safety standards. 

1.1 Requirements for Measurement Technique. The ex
perimental measurement of absorbed radiation from high-
energy gas lasers can impose complications which are normal
ly not encountered in the typical measurement of surface heat 
fluxes. Not only is the radiation energy density of a gas laser 
often nonuniform across the laser beam, but in many applica
tions, the cross-sectional area of the laser beam is smaller than 
that of the sensing surface of the flux transducer upon which it 
is impinging. Both of these conditions give rise to a very 
nonuniform or even discontinuous transducer heat flux. 

An additional experimental complication is related to the 
type of surface coatings often used in the subject application. 
Many of the coatings of interest are deposited on the metal 
substrate by means of a chemical conversion process, making 
the coating an integral part of its metal substrate. Therefore, 
the absorption effectiveness of this type of coating must be 
measured with the particular metal substrate remaining an in
tegral part of the experimental measurement. 

1.2 Heat Flux Measurement. Historically, the develop
ment of heat flux transducers has always been directed toward 
some particular application [1]. Two of the basic measurement 
techniques which have evolved are thin-film surface ther
mometry and thick-film calorimetry [2]. A third type of thin-
film heat flux transducer, frequently used for measuring 
radiative heat fluxes, is referred to as a Gardon-type 
transducer because of the early work of Gardon [3]. The 
Gardon-type transducer has received considerable attention 
such as that by Malone [4], Ash [5], and Keltner and Wildin 
[6], 

Heat flux transducers are obviously based upon approx
imate models. For some applications, it is justifiable to 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division August 24, 
1984. 

assume that the transducer is isothermal at any instant of time, 
while other applications require that the temperature of the 
transducer be considered one dimensional. However, most, if 
not all, of the existing models for heat flux transducers assume 
that the heat flux is uniform over the sensing surface of the 
transducer; or, if the flux is not uniform, the nonuniformity is 
assumed not to have an effect on the transducer's per
formance. One exception is a study by Cunningham and 
Laughlin [7], where the surface absorption of unpainted alloys 
was measured for high-energy C02 laser radiation. In this 
study, a two-dimensional model was discussed (but not 
presented) which was apparently capable of taking into con
sideration a variable surface heat flux. However, the model 
was apparently restricted to radially symmetric flux 
distributions. 

Because of the nonuniform and often discontinuous heat 
fluxes associated with laser applications, as well as the re
quirements dictated by the type of coatings involved, to the 
best knowledge of the authors, no compatible device nor 
proven experimental technique was available at the time this 
research was carried out, thus providing the impetus for the 
technique presented in this paper. 

2 Description of Measurement Technique 

The basic experimental technique is transient, where the ab
sorbed laser energy is deduced from the temperature-time 
history of the transducer sensor. The difficulty encountered 
with a nonuniform surface heat flux is that the transducer sen
sor temperature at any instant of time is also nonuniform. 
This presents the problem of knowing at which, or at how 
many, positions on the sensor the temperature should be 
measured. Results of an analysis of the transducer sensor sug
gest that if the energy absorption sensor is designed ap
propriately, and the experimental data analyzed in a particular 
manner, the temperature-time history of the sensor need be 
measured at only a single arbitrary location. This important 
result was first suggested by a simplified double-lumped model 
of the transducer sensor [8, 9]. The purpose of the present 
paper is to place the conclusions apparent from the double-
lumped model on a more firm analytical foundation, using a 
more general two-dimensional model for the transducer. In 
addition, some of the limitations of the measurement tech
nique will also be investigated both analytically and ex
perimentally. Finally, it should be noted that the proposed 
technique need not be restricted to laser power absorption, but 
should be applicable to other types of energy absorption as 
well. 

676 / Vol. 108, AUGUST 1986 Transactions of the ASME 
Copyright © 1986 by ASME

  Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



\ , I I 1 1 1 1 1 1 1 1 I I I I 111 / 

q c : Net f lux 
convected to 
ambient a i r 
and radiated 
to enclosure 
wal I 

Metal Substrate 

The edges of the transducer, being negligible in area, are 
assumed to constitute for all practical purposes an insulated 
boundary. For other than the edges, heat losses are 
characterized by a uniform and constant combined convective 
and radiative heat transfer coefficient h on both sides of the 
transducer. U h were unequal on each side of the transducer, 
such as might be the case for coated targets with coating on 
one side only, then h may be thought of as an average of the 
front and back surface heat transfer coefficients. 

Formulation of Differential Equations. Application of the 
conservation of energy principle in differential form to the 
transducer system depicted in Fig. 1 yields2 

T ^ = ~qa(x,y)-(T-Tf) + vTV2T (1) 
dt 

where V 2 T is the standard two-dimensional Laplacian 

Air Temperature, Tf 

/ I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I I \ 

Fig. 1 General schematic of energy absorption transducer 

2.1 Analysis of Transducer Sensor. A schematic of the 
laser energy absorption transducer is shown in Fig. 1. The ab
sorbed heat flux is assumed to have an arbitrary spatial 
distribution qa(x, y) over the sensing area. The transducer is 
assumed to be thin and flat, but with an arbitrarily shaped 
sensing area bounded by the curved surface C. The thickness 
of the transducer is assumed to be sufficiently small such that 
the temperature distribution is two dimensional1 T(x, y, t). 
The sensor is enclosed in an isothermal enclosure of 
temperature Tj. 

The Biot number for transducer targets was on the order of Bi- 10 < < 

Nomenclature 

operator applied to the temperature distribution, v is the ther
mal diffusivity of the transducer material, and r is a 
characteristic time parameter defined by 

(pcvL\ 
(2) 

Physically, the left-hand side of equation (1) results from the 
instantaneous rate of thermal energy storage within the 
transducer per unit area. The right-hand side results from the 
instantaneous absorbed laser heat flux, the heat flux loss from 
the transducer by convection and radiation, and the heat 
transfer rate by conduction per unit area, respectively. 

It should be pointed out that for very fast transients the hyperbolic non-
Fourier heat conduction equation, which allows for a finite speed of heat prop
agation, is sometimes necessary. Kao [12] discussed the influence of the hyper
bolic heat conduction equation for thin surface layers. However, this 
phenomenon will not have an influence on the technique proposed in this paper, 
because measurements are actually not made until after the initial diffusion 
transient is complete. 

length and width of square 
transducer sensing area, 
cm 
zeroth-order 
polynominal 
°C 
first-order 
polynomial 
°C/s 
second-order 
polynomial 
°C/s2 

least-square 
coefficient, 

least-square 
coefficient, 

least-square 
coefficient, 

A = A i + A 2 = total sensing 
area of transducer, cm2 

At,A2 = sensor areas beneath and 
outside of beam, respec
tively, cm2 

Bi = hL/(2k) = Biot number 
for transducer sensor 

c„ = specific heat at constant 
volume of transducer sen
sor material, J/gm-°C 

h = combined average effective 
convective and radiative 
heat transfer coefficient, 
W/m2-°C 

k = thermal conductivity of 
transducer material, 
W/m-°C 

L = thickness of transducer 
sensor, mm 

n 

P 

Qc 

<7o 

r 

r\ 

t 

T = 

AT 

AT,,, = 

x 
y 

coordinate normal to 
transducer edge boundary, 
cm 
unit normal to transducer 
edge boundary, cm 
laser power, W 
absorbed power, W 
convective heat flux to am
bient air, W/cm2 

uniform heat flux absorbed 
beneath energy beam, 
W/cm2 

absorbed heat flux, W/cm2 

radial space coordinate, cm 
radius of laser beam and of 
subsystem No. 1, cm 
radius of transducer, cm 
time, s 
particular time beyond in
itial diffusion transient, s 
local t ransducer tem
perature, °C 
ambient air temperature 
and environmental wall 
temperature, °C 
local temperature offset, 
°C 

maximum temperature 
variation across trans
ducer, °C 
position coordinate, cm 
position coordinate, cm 

7 

V2 

V 

effective absorptivity of 
transducer = Pa/P 
total influence coefficient 
beam to transducer di
ameter ratio = r , / r2 

two-dimensional Laplacian 
operator 
gradient operator 
local steady-state tem
perature offset, °C 
wavelength of laser radia
tion, fim 
thermal difusivity of 
transducer material, cm2/s 
density of t ransducer 
material, g/cm3 

time constant for lumped 
system, s 
upper bound for time con
stant associated with initial 
diffusion effects, s 

4> = transient function as
sociated with initial diffu
sion effects, °C 

Subscripts and Superscripts 

C = insulated boundary of 
transducer 

= spatial averages over entire 
sensing area of transducer 

1,2 = arbitrary locations on the 
transducer 

* = steady state 

P 

T 

T'D 
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Fig. 2 Transient response of energy absorption transducer 

The above differential equation is subject to the following 
boundary and initial conditions 

f(0)=7> (9) 
The solution to equation (7) subject to the given initial condi-

/dT\ 
(3) 

tion is 

f (0=7} + 
nx,y,t),=0 = Tf (4) 

Equation (3) follows directly from the assumption of insulated 
transducer edges, and equation (4) implies that the sensor is in
itially in equilibrium with the enclosure and ambient air, prior 
to heat flux application. 

General Solution to Transducer Temperature Response. 
The general solution to equation (1) subject to the conditions 
given above may be constructed by superposition as follows 

T(x, y, t) = 6{x, y) - <j>(x, y, f)e~^ + T{t) (5) 

where 6(x, y), <t>(x, y, t) and 7X0 are to be defined below. The 
basic form of the above construction was suggested by the 
simple double-lumped model for the transducer [10]. Verifica
tion of the above construction follows immediately by direct 
substitution into equations (1), (3), and (4), in conjunction 
with the definitions given below. 

Spatially A veraged Transducer Temperature. The spatially 
averaged transducer temperature 7"(0 is defined by 

(I-)"-' 0 (10) 

Note that equation (10) represents the response of the 
transducer if it behaved as a simple lumped system, with T 
representing the corresponding lumped system time constant. 

Steady-State Temperature Offset. The function 6(x, y) 
represents a steady-state temperature offset from the mean 
transducer temperature defined by 

e(x,y)=T*-t* (11) 

where T*(x, y) is the steady-state transducer temperature 
distribution, and t* is its corresponding spatial average given 
by 

T* = Tf + ja/Qh) (12) 
which follows from equation (10) in steady state. This offset is 
given as the solution to the following 

vrV26-e~{qa-qa{x,y)} 

7t0-4-( nx,y,t)dA 
A JA 

(6) 
subject to the boundary condition 

V dn )c 
= 0 

(13) 

(14) 

It is given as the solution to the following ordinary differential 
equation, which results from spatially averaging equation (1) 
and using the Gauss divergence theorem in conjunction with 
equation (3) 

where 

T - ^ + ( f - 7 » = <j„/(2A) 

^a^AiA q^x'y^dA 

(7) 

(8) 

Initial Diffusion Transient Function. The function 4>(x, y, f) 
characterizes the initial transient diffusion process and is given 
as the solution to the standard diffusion equation 

V20 = (15) 

is the spatially averaged absorbed heat flux. The required in
itial condition follows from the spatially averaged form of 
equation (4), yielding 

subject to 

and 

(-£-)c- (16) 

<j>(x,y,t),=0 = d(.x,y) (17) 
Determination of Asymptotic Response. As mentioned 
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Fig. 3 Schematic of experimental apparatus 

above, the function 4>(x, y, f) characterizes the initial diffusion 
process during which the overall shape of the temperature 
distribution, or temperature offset, is established. This is 
shown graphically in Fig. 2 for two arbitrary locations on the 
transducer. Beyond the domain of initial diffusion effects the 
local temperature response tracks the response of the spatially 
averaged transducer temperature T(t) shifted by an amount 
equal to the local temperature offset 6{x, y). 

Now, the above set of equations for 4>(x, y, t) is analogous 
to that for an insulated container with a specified initial 
temperature distribution equal to the steady-state temperature 
offset Q(x, y). The function 4>{x, y, t) therefore vanishes in the 
limit as t — °°, since 

lim 4>{x,y,t) = \\m <MO = <MO) = 0sO 
/—CO /—OO 

(18) 

The rate at which <$>{x, y, t) vanishes depends upon the ther
mal diffusivity v of the transducer material, its geometry, and 
the spatial distribution of the absorbed heat flux qa(x, y). 

The largest time constant from the infinite set of eigenfunc-
tions necessary for a generalized Fourier series solution to 
equations (15), (16), and (17) may be used to characterize an 
upper bound on the time required for the initial diffusion 
transient. 

For a square transducer sensing surface, of side a, an upper 
limit time constant T'D may be shown to take the following 
form 

T'D'l^\v) (19) 

If the time for the initial diffusion process is such that T'D << 
T, then the general solution given by equation (5) may be 
replaced by an asymptotic response T(x, y, t)tz,0 valid after a 
sufficient period of time3 t0 as suggested in Fig. 2. Let 

AT(.x,y)^6(x,y) (20) 

represent the local temperature offset, analogous to the offsets 
resulting from the double-lumped transducer model [8, 9]. 
Then, substitution of equations (10) and (20) into equation 
(5), subject to the above constraints, yields the following 
asymptotic solution [11] to the transducer response 

T{x,y,t)=T, + AT{x,y) 

( -§r)<- t^tn (21) 

where t0 = 4T'D represents the time required for about 98 per
cent of the initial diffusion process, associated with the 
vanishing of (j>(x, y, t), to be complete. 

The asymptotic solution given in equation (21) is identical in 
form with that obtained using a simple double-lumped model 
[8, 9], The only difference is that the temperature offset AT{x, 
y) is now a local quantity which will in general vary from point 
to point on the transducer surface. Furthermore, as a direct 
consequence of this similarity, the average absorbed heat flux 
qa may be obtained from the local temperature response 
measurements by the same method as developed from the sim
ple double-lumped transducer model [8, 9]. 

2.2 Method of Deducing Absorbed Energy. The purpose 
of this section is to briefly explain the technique used for in
directly deducing the absorbed laser energy from the direct ex
perimental measurement of the transient temperature of the 
transducer sensor. This is accomplished by using a Taylor 
series approximation of equation (21), truncated as a second-
order polynomial; thus 

T(t) = a0 + alU-t0) + a2(t~t0)
2 (22) 

It can be shown that the approximation will be accurate to 
within 5 percent if 

— (*-*„)<; 0.5 (23) 
T 

The absorbed laser radiation can now be deduced from the 
measured temperature response of the transducer. This is ac
complished by first fitting, via the method of least squares, a 
second-order polynomial of the form of equation (22) to the 
measured temperature-time history at some point (x, y) for 
time greater than the initial diffusion time t0, where t0 > 4rD. 
The average absorbed heat flux qa can now be expressed in 
terms of the empirically measured coefficients as follows4 

qa = (pcvL)ax exp [ - 2 ( - ^ - ) f0] (24) 

In reference to the appendix, note that equation (24) does not 
require specific knowledge of the coefficient a0, and hence the 
unknown local offset AT also need not be determined. Fur
thermore, the coefficients ax and a2 are not position depen
dent and hence, using equation (24), the average absorbed flux 
qa may be determined from the temperature-time history at 
any single arbitrary location. 

A time J0
 a 2 s was sufficient for virtually all experimental tests. A more detailed derivation of equation (24) is given in the appendix. 
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If the total laser power striking the surface is represented by 
the sumbol P and the absorbed power by the symbol Pa, then 
the radiation absorptivity a can also be expressed by 

u = PJP = qaA/P (25) 

3 Laser Power Absorption 

3.1 Description of Experimental Apparatus. A schematic 
of the experimental apparatus used for the results presented in 
this section is shown in Fig. 3. The apparatus consisted of an 
energy absorption sensor which was suspended and completely 
enclosed within a water-cooled environmental chamber. A 
small aperture in the chamber wall allowed the incoming laser 
beam to impinge upon the transducer sensor area. The 
chamber was mounted on an optical bench for ease in align
ment of the sensor with the incoming beam. The spot size of 
the beam was varied by means of a water-cooled focusing lens, 
and was measured by obtaining a "burn pattern" before or 
after each test. The transducer sensors of square geometry 
were 1.27 cm on a side, and ranged in thickness from 0.25 mm 
to 0.51 mm. Circular targets were 0.594 cm in diameter and 
had a thickness of 0.38 mm. As a means of minimizing con
duction losses, the square transducers were held in place by 
means of four ceramic-tipped nylon screws which achieved 
essentially point contact with the transducer corners. The cir
cular transducers were suspended in place by means of four 
36-gauge iron wires. Transducer temperatures were measured 
with 36-gauge chromel-alumel thermocouple junctions spot 
welded on the back side of the transducer. A thermocouple 
amplifier and strip chart recorder combination completed the 
transient temperature measurement capability. The en
vironmental chamber and corresponding air temperature were 
also monitored during the tests. The time required for data 
collection was typically on the order of T / 3 , where T was on the 
order of 30 s for the steel targets. The range of transducer 
temperature encountered during the tests was approximately 
25-50°C. 

Just prior to the start of a given test, the energy absorption 
transducer was allowed to come to thermal equilibrium with 
the air in the environmental chamber. By means of the quick-
acting pivoted mirror shown in Fig. 3, at time t = 0 the laser 
beam was deflected from the power sink onto the transducer 
sensor. The C 0 2 , 10.6 urn wavelength, laser power was 
measured both before and after each test by means of a com
mercially available laser power meter, which in turn was 
calibrated against an integrating sphere power calorimeter. 

3.2 Laser Power Absorption 

Polished Steel. A series of tests was performed on polished 
AISI-1085 steel, where ihe absorbed heat flux was measured as 
a function of laser power. Several different samples were 
tested where the laser power ranged from 20 to 135 W. A plot 
of the absorbed power Pa versus the laser power P was very 
linear, as shown in Fig. 4. Therefore, the slope of the best fit 
straight line through the data yields the absorptivity, which 
has a value of 0.055 for the 1095 steel. As a means of com
parison, this value of spectral absorptivity at a wavelength of 
10.6 /im is shown in Fig. 5 to fall between the normal spectral 
absorptivity of about 0.045 for polished iron as reported by 
Touloukian and DeWitt [13], and about 0.065 for polished 
steel (type unspecified) as reported by Eckert and Drake [14]. 
As radiation surface property measurements go, these results 
are quite good. 

Polished Copper. In a similar manner, the absorptivity of 
polished pure copper was measured. Two different samples 
were tested for a range of laser power from 40 to 150 W. The 
linearity of the data for copper is also shown in Fig. 4. These 
data yielded an absorptivity of 0.010. Again as a means of 
comparison, this value of spectral absorptivity at a wavelength 
of 10.6 /j.m is shown in Fig. 5 to fall in the center of data 
reported by Touloukian and DeWitt [13], with data ranging 
from 0.0075 and 0.015. Again, as radiation surface properties 
go, these results are quite good. Since polished copper is con
sidered somewhat of a standard, these results lend con
siderable credibility to the measurement technique. 

Manganese-Phosphate Coating. One of the primary 
motivations for the development of this particular technique 
for the measurement of laser power absorption was to be able 
to evaluate the effectiveness of surface coatings on absorptiv
ity enhancement. The particular coating-substrate combina
tion under consideration in this section is a manga
nese-phosphate coating on an AISI-1095 steel substrate. For a 
range of laser power from 0-13 W, the measured absorptivity 
was 0.898. This implies a coating effectiveness of approx
imately 16.3 times that of the uncoated 1095 steel. The beam 
diameter for all of the tests ranged from 2 to 4 mm. 

4 Limitations of Measurement Technique 

From the analysis presented above it was concluded that the 
average absorbed power could be deduced from the measured 
temperature-time history of the transducer at a single ar-

O Polished Steel , A I S I - I 0 9 5 ; L = 0 . 2 5 mm 

# Polished Stee l , A IS l - I 0 9 5 ; L = 0 . 3 8 mm 

D Manganese-Phosphate Coated Steel , L = 0.2 5 mm 

A PolishBd Copper, L = 0.5 I mm 

Laser Power, P, W 

Fig. 4 Laser power absorptivity measurements 
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Fig. 5 Monochromatic absorptivity 

bitrary location. This conclusion was seen to be independent 
of the spatial distribution of the absorbed heat flux, the 
resulting temperature distribution, and the shape of the 
transducer sensing surface. Furthermore, although the ex
perimental results presented in the previous section generally 
support this conclusion, some variation in the measured ab
sorbed power has been observed as a consequence of the loca
tion on the transducer where the temperature was measured. 
The present section will investigate both analytically and ex
perimentally the cause for this variation. An attempt will be 
made to identify the major sources of the uncertainty in ab
sorbed power and to provide an estimate of its magnitude. 

4.1 Influencing Parameters. The variations in measured 
absorbed power were observed by comparing results obtained 
from the measured temperature-time history at the center and 
outer edge of the transducer. These locations represented the 
extremes in temperature variation across the transducer. 
Typically, after about 2.0 s had elapsed and the initial diffu
sion effects were essentially complete, a slow spreading of the 
two temperature responses was observed. This results in a 
variation in the measured absorbed power, in contrast with the 
model predictions depicted earlier in Fig. 2. Such spreading 
gives rise to a maximum variation in measured absorbed 
power on the order of 10 percent. 

Various potential sources for the observed spreading of the 
two temperature-time histories have been investigated in con
nection with effects not incorporated in the transducer model. 
These include: (1) temperature dependence of specific heat, 
density, thermal conductivity, heat transfer coefficient and 
surface absorptivity; (2) spatial dependence of heat transfer 
coefficient; (3) temperature variation across thickness of 
transducer; (4) edge heat losses and conduction along 
transducer supports; and (5) thermocouple measurement er
ror. The primary cause for the phenomena appears to be 
related to the temperature dependence of both the thermal 
conductivity of the transducer material and the absorptivity of 
the transducer sensing surface. 

4.2 Quasi-Steady Analysis. A theoretical model has been 
developed for the purpose of estimating the relative uncertain
ty in the heat flux or absorptivity measurement as a result of 
measuring the temperature-time history at any arbitrary loca
tion on the transducer. For simplicity, the transducer was 
assumed to be circular with radially symmetric absorbed heat 
flux and temperature distribution. The model includes the ef
fects of the important parameters involved, including the laser 
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Fig. 6 Estimated absorptivity measurement error 

beam-to-transducer diameter ratio. The absorbed heat flux 
distribution is assumed to take the following form: 

Qa(
r) = Qo< 0 < r < r , 

qa(r) = 0, r , < r < r 2 (26) 
For the radially symmetric geometry, equations (1), (3), and 
(4) become 

pcvLr(^) = rqa(r) + kL-^-{r~)-2hr(T- 7» (27) 

subject to 
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\drJr 
= 0 (28) 

T(r,t),=0 = Tf (29) 

Now, according to the general asymptotic response given in 
equation (21) and shown in Fig. 2, the shape of the transducer 
temperature distribution reaches its steady-state form (as 
determined by the spatial function AT(x, y)) very 
rapidly-much faster than the time associated with the 
response of the average transducer temperature. Hence, after 
sufficient time t0, the temperature difference between any two 
arbitrary points on the transducer, T(xu v,, t)- T(x2, y2, t), 
would be independent of time (if properties were constant). 
This temperature difference is also dependent on various 
temperature dependent physical parameters; in particular, 
thermal conductivity k and absorptivity a. Hence, a slow drift 
in either A: or a will cause a correspondingly slow drift in 
temperature difference across the transducer. Since this drift is 
so much slower than the initial diffusion time, a simple quasi-
steady analysis of the extreme temperature difference across 
the transducer should yield a good representation of the slow 
drift. 

Using the above approach, in steady state equation (27) 
becomes 

kL 

r dr 

( dT*\ 
[r—)+qa(r) = 2h{T*-Tf) (30) 

Spatially averaging equation (30), and making use of equation 
(26), yields 

qa = 2h(f*-Tf)=(^)' Qo (31) 

Furthermore, for typical conditions, it can be shown that in 
steady state the temperature variation across the transducer 
surface will be small compared to T* - Tf. Hence, the right-
hand side of equation (30) may be replaced by equation (31) 
yielding after rearrangement 

Differential Equation Solution. The solution to equation 
(32) may be expressed in piecewise form as follows 

T*(r) = Tx(r), Q<r<rx 

T*(r)=T2(r), rx<r<r2 (33) 

where Tx(r) and T2(r) are subject to the following boundary 
conditions 

(JUL) =(£±) =0 
V dr / r=0 \ dr / r = r2 

Tl(r)r=ri=T2(r)r=n 

(£EL) = (dT2\ 
V dr / f=rx V dr I r = rx 

(34) 

(35) 

(36) 

Solving equation (32) subject to equations (34), (35), and (36) 
yields 

Tx(r) = 
4kL 

( l -21n /-,)-
(go ~ Qay

2 

4kL 
+ C (37) 

where C is some constant. From equations (37) and (38) the 
maximum temperature variation across the transducer AT„, 
can now be expressed as follows 

Arm^r,(0)-r2(r2) = 
Pa 

2-wkL 
•ln(l/7) (39) 

where 7 represents the relative beam diameter defined by 

l^r{/r2 (40) 

Now, consistent with the assumed quasi-steady analysis, slow 
drift in ATm can be seen to result from the temperature 
dependence of a and k. 

Estimate of Absorptivity Error. From equations (24) and 
(25), it is readily recognized that the experimental measure
ment technique relies heavily upon the slope ax of the 
temperature-time history. Therefore, it is convenient to define 
an influence coefficient /3 which is a measure of the maximum 
variation in slopes between the two temperatures; thus 

^diATrrOldT ^ 

dt dt 

Assuming that the variation of both a and k in equation (39) is 
tied to the mean transducer temperature T yields 

* . : : lirkL 

It can also be shown [15] that /3 provides an estimate of the 
relative error in measurement of absorptivity. 

4.3 Experimental Results. Using the experimental ap
paratus described earlier, the influence coefficient /3 was 
measured as a function of both relative beam diameter 7 and 
laser power P. The tests were performed on a circular, pol
ished AISI-1095 steel disc transducer, having a diameter of 
0.594 cm. Temperature measurements were made at the center 
and outer edge of the transducer. The laser beam was directed 
at the center of the transducer, where the diameter of the beam 
was varied as a means of controlling the beam-to-transducer 
diameter ratio 7. The spot size of the beam was varied by 
means of water-cooled focusing lens, and was measured by 
obtaining a "burn pattern" before or after each test. 

Effect of Beam-to-Transducer Diameter Ratio. These ex
periments were performed at a laser power P = 25.7 W, and 
for a range of beam-to-transducer diameter ratios 0.05 < 7 < 
0.5. The experimentally measured influence coefficient /3 is 
presented in Fig. 6(a), along with the model prediction of 
equation (42). The agreement between the experimental data 
and the theoretical model is quite reasonable, especially in 
light of the complexity of the phenomena involved, the 
relative simplicity of the model, and the potential uncertainty 
in both the experimental measurements and various material 
properties involved. For this particular measurement situa
tion, the total influencing coefficient 0 ranged from 0.02 < /? 
< 0.1, as 7 ranged from 0.5 > 7 >0.05. It becomes clear, 
therefore, that any uncertainties in the experimental measure
ment technique, associated with the particular location on the 
transducer of the temperature measurement, can be mini
mized by keeping the beam-to-transducer diameter ratio 7 as 
high as is practical; such uncertainties are below 2 percent for 
7 > 0.5. 

Effect of Laser Power. These experiments were performed 
at a relative beam diameter of 7 = 0.234, and a laser power 
which ranged from 25 < P < 65 W. The experimental results, 
along with the theoretical predictions of equation (42), are 
plotted in Fig. 6(b) as a function of laser power P. Again the 
agreement is quite satisfactory, indicating that the model ap
pears to have taken into account the dominant mechanisms 
involved. 

5 Summary and Conclusions 

The basic principle behind the experimental measurement 
technique described in this paper is to indirectly measure ab
sorbed power by accounting for all thermal energy transfers, 
including thermal energy storage, during a particular span of 
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time that a distributed energy beam impinges on the 
transducer sensor. The technique was developed primarily to 
measure absorbed laser radiation, for the purpose of 
evaluating the absorption effectiveness of surface coatings 
deposited on a metal substrate; however, the technique should 
also be applicable to other types of energy absorption. 

The results of this study place the tentative conclusions, 
developed earlier in conjunction with a much simpler double-
lumped analysis of the transducer, on a firm analytical and ex
perimental foundation. It can be concluded that if the energy 
absorption transducer is designed appropriately, and if the ex
perimental data are obtained and analyzed in the particular 
manner described, the absorbed power may be deduced from 
the temperature-time history of the transducer at but a single 
arbitrary location. This conclusion appears to be valid 
regardless of the spatial distribution of the absorbed heat flux, 
its consequential nonuniform temperature distribution, or the 
geometry of the transducer sensing area. 

Experimental evidence presented in this paper generally sup
ports the above-mentioned conclusions; however, it is impor
tant to note that some measurement inaccuracy (on the order 
of less than 10 percent) has been observed associated with the 
location on the transducer where the temperature was 
measured. The primary cause for the measurement deviation 
is related to the temperature dependence of both the absorp
tivity of the transducer sensing area and the thermal conduc
tivity of the transducer material. Furthermore, a theoretical 
model has been developed which is capable of estimating the 
relative uncertainty in the absorbed power or absorptivity 
measurement as a result of measuring the temperature-time 
history at any arbitrary location on the transducer. The model 
includes the effects of the important parameters involved, in
cluding the beam-to-transducer diameter ratio. As suggested 
by experiments using a laser beam, ratios greater than 0.5 
seem to be the most desirable, when practical, because the 
uncertainty is minimized in this range. 

Acknowledgments 

The authors would like to acknowledge General Motors 
Technical Center, Manufacturing Development, Metals 
Engineering Department for their financial support of this 
research, and with respect to laboratory facilities. Specific 
thanks are due Dr. Victor Gregson, former Senior Research 
Engineer and Technical Leader in Industrial Lasers, for his 
helpful support and encouragement. 

References 

1 Scott, C. J., "Transient Experimental Techniques for Surface Heat Flux 
Rates," in: Measurement Techniques in Heat Transfer, E. R. G. Eckert and R. 
J. Goldstein, eds., Technivision Services, NATO Series, 1970, pp. 309-328. 

2 Hall, J. G., and Hertzberg, A., "Recent Advances in Transient Surface 
Temperature Thermometry," Jet Propulsion Journal, Vol. 28, 1958, pp. 
719-722. 

3 Gardon, R., "An Instrument for the Direct Measurement of Intense Ther
mal Radiation," Review of Scientific Instrumentation, Vol. 24, 1953, pp. 
366-370. 

4 Malone, E. W., "Design and Calibration of Thin Foil Heat-Flux Sen
sors," Paper No. P6-2PHYMM1D-67, Instrument Society of America, 22nd 
Annual Conference, Chicago, Sept. 1967. 

5 Ash, R. L., "Response Characteristics of Thin Foil Heat Flux Sensors," 
AHA Journal, Vol. 7, 1969, pp. 2332-2335. 

6 Keltner, H. R., and Wildin, M. W., "Transient Response of Circular Foil 
Heat-Flux Gauges to Radiative Fluxes," Review of Scientific Instrumentation, 
Vol. 46, 1975, pp. 1161-1166. 

7 Cunningham, S. S., and Laughlin, W. T., "The Surface Absorption of 
Unpainted Alloys at 10.6 Microns," ASME Paper No. 75-WA/HT-66, 1975. 

8 Wedekind, G. L., and Beck, B. T., "A Technique for Measuring Energy 
Absorption From High Energy Laser Radiation," Proceedings of the 7th Inter
national Heat Transfer Conference, Munich, Federal Republic of Germany, 
Sept. 6-10, 1982. 

9 Wedekind, G. L., and Beck, B. T., "Laser Power Absorption Enhance
ment; A Technique for the Experimental Measurement of Absorbed Laser 
Radiation," Research Report submitted to General Motors Technical Center, 
Manufacturing Development, Metals Engineering Department, Dec. 1975. 

10 Wedekind, G. L., Beck, B. T., and Bhatt, B. L., "Laser Power Absorp
tion Enhancement; A Continuation in the Development of a Technique for the 
Experimental Measurement of Absorbed Laser Radiation," Research report 
submitted to General Motors Technical Center, Manufacturing Development, 
Metals Engineering Department, Aug. 1976. 

11 Berg, P. W., andMcGregor, J. L., Elementary Partial Differential Equa
tions, Holden-Day, 1966, pp. 99-101. 

12 Kao, T., "Non-Fourier Heat Conduction in Thin Surface Layer," ASME 
JOURNAL OF HEAT TRANSFER, Vol. 99, 1977, pp. 343-345. 

13 Touloukian, Y. S., and DeWitt, D. P., "Thermal Radiative Properties, 
Metallic Elements and Alloys," in: Thermo-physical Properties of Matter, Vol. 
7, IFl/Plenum, 1970, pp. 329. 

14 Eckert, E. R. G., and Drake, R. M., Analysis of Heat and Mass Transfer, 
McGraw-Hill, 1972, p. 789. 

15 Touloukian, p. 185. 
16 Wedekind, G. L., Beck, B. T., and Bhatt, B. L., "An Investigation into 

the Limitations of a Technique Developed for the Experimental Measurement of 
Absorbed Laser Radiation," Research Report submitted to General Motors 
Technical Center, Manufacturing Development, Metals Engineering Depart
ment, July 1977. 

A P P E N D I X 

Equation (21) may be rearranged as follows 

T(x,y, t)=T0+ [-|SL— ( r 0 - 7 » + A r ] [ l - e - " - ' o ^ ] (Al) 

where t0 is any arbitrary time greater than the initial diffusion 
time and T0 = T(x,y, t0). 

Expanding the exponential term in a Taylor series, trun
cated to a second-order polynomial, yields 

T(x,y, t) = a0+ai(t-t0) + a2(t-t0)
2 (A2) 

where 

fl0 = r 0 = 7> + A r + - | 2 - [ l - e - ' o * ] (A3) 
J 2h 

* = ( £ > - * * (A4) 

* '= -Gf ibr>- , o , T (A5) 

Now, solving equation (A4) for qa, and using the definition 
for T from equation (2), yields 

qa = 2hTale
+'o/T=pcvLaie

+to/-r (A6) 

Dividing equation (A4) by (A5) and solving for T gives 

r = ~{ax/a2) (A7) 

Substitution of equation (A7) into (A6) then yields 

qa = (pcvL)ai exp [- 2 ( - J - ) f0] (A8) 
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The Use of Dehumidifiers in 
Desiconf Cooling and 
Dehumidification Systems 
The use of rotary dehumidifiers in gas-fired open-cycle desiccant cooling systems is 
investigated by analyzing the performance of the rotary heat exchanger-rotary 
dehumidifier subsystem. For a given cooling load, the required regeneration heat 
supply can be minimized by choosing appropriate values for the regeneration air 
mass flow rate and the wheel rotation speed. A map is presented showing optimal 
values for rotational speed and regeneration flow rate as functions of the regenera
tion air inlet temperature and the process air inlet humidity ratio. This regeneration 
temperature is further optimized as a function of the process humidity ratio. In the 
analysis, the control strategy adjusts the process air mass flow rate to provide the re
quired cooling load. Additional control options are considered and the sensitivity of 
the regeneration heat required to the wheel speed, regeneration air mass flow rate, 
and inlet temperature is discussed. Experimental data reported in the literature are 
compared with the analytical results and indicate good agreement. 

Introduction 
Desiccant air conditioning and industrial drying systems us

ing a rotary dehumidifier have been proposed as an alternative 
to conventional vapor compression units. Various systems for 
commercial and residential applications have been studied 
with respect to energy consumption and system performance 
[1-12, 14, 15]. Prototype units have been built and tested by 
AiResearch Manufacturing Company [9, 23], the Institute of 
Gas Technology [10], and Exxon. Currently, both DOE and 
the Gas Research Institute are supporting further development 
of these systems. 

In desiccant air conditioning systems, air is dried by passing 
it over the desiccant and the heat of sorption is removed by 
sensible cooling. The air is further cooled by adiabatic 
humidification and is directed into the residence as cool dry 
air. The component configurations and psychrometric pro
cesses of the ventilation and recirculation cycles are illustrated 
in Figs. 1 and 2. An overview of the various proposed and 
tested cycles is given in [1, 3]. 

Parameters influencing system performance are regenera
tion air inlet temperature, wheel revolution speed, desiccant 
mass, and the ratio of regeneration air to process air mass flow 
rates. An optimal choice of these parameters will reduce the 
regeneration heat required for a given cooling load. Minimiz
ing both air stream mass flow rates may also reduce the elec
trical fan power. Jurinak [3] numerically investigated the in
fluence of regeneration air inlet temperature, wheel revolution 
speed and mass flow rate ratio on the performance of entire 
open cycle solid desiccant cooling systems. Values for the 
capacitance rate parameters Y{ and Y{/T2 as defined by equa
tion (1) of 0.15 and 0.60, respectively, for the recirculation 
mode, and values of 0.15 and 0.80, respectively, for the ven
tilation cycle are recommended. The COP based on thermal 
energy input shows a maximum between 65 °C and 85 °C 
regeneration temperature, while the COP based on electrical 
energy input, which includes parasitic power, is maximal at 
105 °C. Ingram and Vliet [17] present performance charts for a 
solid desiccant rotary dryer. These charts show the process 
outlet state of the dehumidifier as a function of the inlet con
ditions for a set of optimal design parameters, including a 
dimensionless wheel period and number of transfer units. The 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division August 30, 
1985. Paper No. 84-HT-32. 

optimization was performed only with respect to minimal 
outlet humidity ratio of the process air stream, and did not 
consider regeneration energy. 

In this paper, the optimization of dehumidifier operation 
for minimum energy use is determined, and the sensitivity of 
performance to deviations from optimum operation is 
evaluated. Results of the optimization analysis are compared 
to available experimental data and are in good agreement. 

Ventilcrtion Cycle Desicco.n1 Cooling System 
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Fig. 1 Schematic and psychrometric diagram of a ventilation cycle 
desiccant cooling system (from [3]) 
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Recirculation Cycle Desiccant Cooling System 
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Fig. 2 Schematic and psychrometric diagram of a recirculation cycle 
desiccant cooling system (from [3]) 

Rotary Dehumidifier ModeJ 

Analytical models for the flow of moist air through packed 
beds of desiccant material have been developed based on the 
governing equations for heat and mass. Comparisons have 
been made between analytical solutions and experimentally 
obtained breakthrough curves [16, 24-26, 29, 30], The agree
ment between theory and experiment is satisfactory. Rotary 
dehumidifiers have been modeled analytically [13, 18, 19, 20], 
and numerically [9, 13, 24], Model predictions are compared 
to experimental data by Ball et al. [27], Pla Barby [24], and 
Rousseau [23]. It is found that the various models are satisfac
tory and allow acceptable accuracy in making dehumidifier 
performance predictions. 

The analogy theory, introduced by Banks et al. [13, 18, 19], 
relates the performance of a rotary heat and mass exchanger 
to a superposition of two analogous thermal regenerators. 
Breakthrough curves based on this theory are given by Close 
[29, 30], and are compared to experimental data obtained by 
Close [29], and Bullock et al. [31]. The analogy method gives 
good agreement compared to tests on a silica gel bed which is 
subjected to step changes in the entering fluid state. Ball et al. 
[27] compared experimental data for a silica gel rotary 
dehumidifier to predictions by Nelson's model [28], which is 
also based on the analogy theory. Typical differences between 
experimental and model predicted values of the process exit 
temperature are less than 2°C, and humidity ratio exit dif
ferences are less than 0.001 kg/kg. Later, Maclaine-cross 
developed MOSHMX [13], a computer code that numerically 
solves the heat and mass equations for modeling rotary 
dehumidifiers. The code is superior in accuracy to the 
analogy-theory based models, but is obtained at high com
putational effort. Recently, Van den Bulck et al. [20] 
developed an effectiveness approach following that for 
regenerators which has accuracy similar to MOSHMX, but in
volves far less computation. This model is used for the 

Nomenclature 

COP 

h,„ = 

lfs 

Le 

Md 

M{ = 

NTU, 

total heat transfer area of 
the dehumidifier matrix in 
period j , m2 

coefficient of performance 
moist air specific heat, 
J/kg dry air-K 
heat transfer coefficient, 
W/m2K 
mass transfer coefficient, 
kg dry air/m2s 
moist air enthalpy, J/kg 
dry air 
heat of vaporization, J/kg 
water vapor enthalpy, J/kg 
desiccant matrix enthalpy, 
J/kg dry desiccant 
axial flow length through 
the matrix, m 
N T U ( / N T U W , ove ra l l 
Lewis number 
moist air mass flow rate, kg 
dry air/s 
mass of desiccant in the 
dehumidifier matrix, kg 
dry desiccant 
mass of air in the de
humidifier matrix, kg dry 
air 
hA/mcp, overall number 
of transfer units for heat 
transfer 

NTU,V = hwA/m, overall number of 

RPM 

t 
T 

transfer units for mass 
transfer 

Q = thermal energy supply rate, 
W 
dehumidifier wheel revolu
tion speed, s - 1 

temperature, °C 
time required for a com
plete rotation of the ma
trix, s 

w = moist air humidity ratio, 
kg/kg dry air 

W = matrix water content, 
kg/kg dry desiccant 

x = axial coordinate measured 
from period entrance 

z = axial displacement through 
matrix measured from 
period entrance, m 

Tj = jth operating parameter of 
the rotary dehumidifier 
defined in equation (1) 

A = difference 
eh = enthalpy effectiveness of 

the rotary dehumidifier 
e„ = humidity ratio 

effectiveness 
8 = time, s 

8j = duration of period j , s 
T = time coordinate 

Tdj = dwell time of a fluid parti
cle in period j , s 

Subscripts 

d = 
f = 

id = 
j = 

load = 
m = 

mm = 
opt = 
reg = 

room = 
sys = 

/ = 

w = 
wv = 
11 = 

12 = 

21 = 

22 = 

Superscripts 

= 
= 

desiccant 
evaluated at fluid state 
ideal outlet state 
period index 
load 
evaluated at, or in 
equilibrium with, the 
matrix state 
minimum 
optimal 
regeneration 
evaluated at room air state 
system 
heat transfer or tem
perature 
mass transfer or moisture 
water vapor 
process air inlet state of the 
dehumidifier 
process air outlet state of 
the dehumidifier 
regeneration air inlet state 
of the dehumidifier 
regeneration air outlet state 
of the dehumidifier 

rate 
average value for a period 
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Fig. 3 Nomenclature and coordinate system for the rotary 
dehumidifier 

analysis presented in this paper, and its concepts are briefly 
outlined below. 

The nomenclature and coordinate system for the rotary 
dehumidifier are illustrated in Fig. 3. The adsorbent matrix is 
arranged as a rotating cylindrical wheel of length L and has a 
total mass of dry desiccant Md. Two air streams are passed in 
counterflow through the regenerator. The process air stream 
has a low temperature and high relative humidity while the 
regeneration air stream has a high temperature and low 
relative humidity. For each period, the axial coordinate z is 
defined as positive in the fluid flow direction, while the rotary 
position is indicated by the time coordinate 6. 

The model which describes the exchange of heat and mass 
between the moist air and the desiccant matrix is based on the 
following conventional assumptions for this situation [3, 13]: 

1 The matrix is modeled as being of parallel passage form, 
consisting of a homogeneous solid with constant matrix 
characteristics and porosity, through which an air-water 
vapor mixture flows with constant velocity. Pressure drop ef
fects through the bed are small with respect to absolute 
pressure [23], and are neglected. 

2 The state properties of the air streams are spatially 
uniform at the inlet of each period. 

3 The thermal and moisture capacities of the air entrained 
in the matrix are negligible compared to the matrix capacities. 

4 The mixing or carryover of process and regeneration air 
streams is neglected. Banks [33] has numerically investigated 
the effect of fluid carryover on the performance of rotary heat 
exchangers and showed that the regenerator effectiveness in
creases linearly with the ratio of fluid dwell time TdJ to period 
duration Oj. The proportionality constant was defined as the 
carryover effect and is a function of the overall number of 
transfer units and the heat capacity rate ratio. For well-
designed rotary dehumidifiers, the fluid dwell time is ~ 0.2 s, 
the period duration is ~ 360 s, the overall number of transfer 
units is ~ 10, and the equivalent heat capacity rate ratio 
ranges from 2 to 5. Following Banks [33], the carryover effect 
is 0.05. The increase in dehumidifier effectiveness is then 
(0.05) (0.2)/(360) = 3 x 10"5, which shows that the effect of 
carryover on dehumidifier performance may be neglected. 

5 A transient one-dimensional approach is applied. There 
is no radial variation of fluid or matrix states, and diffusion 
fluxes of heat and mass due to tangential gradients of matrix 
and air state properties are neglected. 

6 The axial heat conduction and water vapor diffusion 
flux are negligible in both the matrix and the air streams. 

7 Transport of water vapor within the matrix occurs only 
through ordinary diffusion and transport of heat occurs only 
through ordinary heat conduction. Flux coupling is neglected. 

8 The heat and mass transfer processes between the desic
cant matrix and the air stream can be described by lumped 
transfer coefficients. 

9 The periodic steady-state performance of the 
dehumidifier is considered. 

The capacitance rate parameters P, and T2 are defined as 
the ratio of matrix to fluid mass capacity rate 

MHf djrdj 

ejMfj 

Md 

T 171; 
j=h 2 (1) 

The regeneration air flow rate will in general be less than the 
process air flow rate for well-designed dehumidifiers. To ac
count for unbalanced flow, the dehumidifier may be designed 
with an unequal partition of the wheel face area (Fig. 3). Flow 
unbalance and unequal area split are described by the ratio of 
the capacitance rate parameters. The following dimensionless 
coordinates are introduced 

x = - 0 < x < l 

Mfj 1 

MH, h TJ 
0 < T < -

1 
(2) 

Under the assumptions 1 to 9, the conservation and transfer 
rate equations for period j of the heat and mass regenerator 
have been written as [13] 

d\Vf 

~bx dr 
= 0 

dwf 
- ^ =NTU w j (wm-wf) 

di. dl,„ 
(3) 

ZJ. +-1^1 = 0 
dx dr 

- ^ = NTU,, j-±. (tm - tf) + CNTU,,, j (w„, - wf) 
dx dt f 

Equations (3) are coupled through the thermodynamic proper
ty relationships for the desiccant^air-water vapor mixture. 
Property relations for silica gel are obtained from the 
literature [3] 

w =>f (W t ) 

im =im(Wm,tm) (4) 

The initial conditions for this system of equations are 

Wf{X=0,T)=Wjl . 
0 < r < — ; y = l , 2 (5) 

i/(x = 0,T)=ijl
 lJ 

The periodic equilibrium boundary conditions for the matrix 
state properties are 

for 0 < x < 1: 

lim Wm(x, T!) = lim Wm{\-x,r2) 
7-,-u/r,)- T2-O + 

lim I,„(X,T1) = lim /„, (1 - x, T2) 
r j - d / r , ) - T 2 -O+ ( 6 ) 

lim Wm(x,rl)= lim Wm(l-x,T2) 
r,-0+ n~(\/Y2)-

lim Im(x,Ti)= lim Im(\-x,r2) 
r,-o+ 7-2-(i/r2r 

Numerical solutions have been obtained for these equations 
by a number of authors [9, 13, 24]. There are no methods 
available for correlating these results in terms of nondimen-
sional parameters. Such a method is presented in the next 
section. 

The e-NTU Method for Rotary Dehumidifiers 

Two state properties of the moist air are required to fully 
characterize the process outlet state of a dehumidifier. These 
properties may be obtained by using a conventional effec
tiveness approach, in which the dehumidifier is compared to a 
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corresponding dehumidifier with infinite transfer coefficients. 
Two effectiveness factors for the process outlet state are need
ed. The effectiveness for humidity ratio is defined as 

and for enthalpy 

Wn-(w12) / ( 

'|2 ~ ; 11 

Urn)id-h 

Oa) 

{lb) 

where the subscript id indicates the outlet state of a 
dehumidifier operating at the same inlet conditions, the same 
Yj parameters, and with infinite overall transfer coefficients 
for mass and heat. Equations (3), (5), and (6) show that the ef
fectivenesses are functions of inlet temperature and humidity 
ratio, capacitance rate parameters Tj, transfer parameters 
NTU,y, and the Lewis number Le. Effectiveness expressions 
for a nominal silica gel rotary dehumidifer are presented in 
[20]. These expressions are obtained by combining the solu
tions for the ideal dehumidifier with values from a numerical 
analysis of a dehumidifier with finite transfer coefficients [13]. 

The Ideal Rotary Dehumidifier 

In the ideal dehumidifier, the overall heat and mass transfer 
coefficients are infinite. Thus at all times, each differential 
desiccant-moist air subsystem is in complete thermodynamic 
equilibrium (i.e., thermal and vapor pressure equilibrium). 
The conservation equations (3) may then be expressed as 

dx 

dWm 

dr 
- = 0 

d'm | d/,„ 
dx dr 

(8) 

- = 0 

Equations (8), combined with the property relationships (4) 
and the initial and boundary conditions (5), (6), form a system 
of two coupled conservation laws. Each is a hyperbolic partial 
differential equation, and is nonlinear because of the 
nonlinear property relationships. Solutions may be obtained 
by the method of characteristics and the shock wave method 
[21]. These methods provide a set of analytical equations that 
allow prediction of the performance of an ideal dehumidifier 
for the entire range of operating parameters T,, and for any 
inlet conditions. The functional form of the equations is 
presented in [20]. 

Design Parameter Optimization for Dehumidifiers in 
Desiccant Cooling Systems 

The analysis will focus on the dehumidifier-regenerator 
subsystem that is common to both ventilation and recircula
tion cycles, and is shown schematically in Fig. 4. The indepen
dent variables are the dehumidifier inlet conditions tJt, wJlt 

the mass flow rates in both periods, and the wheel rotational 
speed RPM. The desiccant is silica gel. 

The heat source is a gas furnace with adjustable thermal 
energy output Qreg to provide the specified regeneration 
temperature t2i. For solar-fired systems, the energy output 
from the collectors decreases with increasing regeneration 
temperature and the analysis should take the performance 
characteristics of the collectors into account. The following 
analysis considers gas-fired systems only. The regeneration 
heat supply rate is obtained from an energy balance on the 
heat source 

Qreg = miegCp(t2l-t) (9) 

Introducing At as the temperature difference between the air 
leaving and entering the regenerator, t may be expressed as 

t=tn-At (10) 
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Fig. 4 Dehumidifer-regenerator subsystem of a desiccant cooling 
system 

In these cycles, the variation of At with inlet conditions and 
mass flow rates through the heat exchanger is small compared 
to the temperature increase provided by the heat source. It is 
assumed that the temperature difference At is a constant equal 
to 4°C, which corresponds to a heat exchanger effectiveness of 
90 percent for typical operating conditions. This effectiveness 
is typical of high-performance rotary regenerators which have 
large matrix to fluid heat capacity rate ratio [32]. The process 
air stream entering the heat exchanger has a nonuniform 
angular distribution of temperature (and humidity ratio). It 
has been shown by Brandemuehl and Banks [34] that 
nonuniformities in inlet fluid temperatures have little effect on 
the periodic steady-state performance of high-effectiveness 
regenerators at large matrix to fluid heat capacity rate ratio. 

Using the parameters Tl and r 2 , the regeneration flow rate 
can be expressed in terms of the process mass flow rate 

mr„=- r, (11) 

Applying an energy balance on the conditioned space yields 
the process flow rate required to meet the load as 

. Qload 

Ai 
(12) 

where A; is the difference in enthalpy between the processed 
air entering the room and the room air. The temperature of 
the process air at the exhaust of the heat exchanger is assumed 
to be equal to the room temperature (see Figs. 1 and 2). Tests 
on experimental open-cycle desiccant cooling systems have 
shown this to be a very good approximation for both the ven
tilation cycle [9], and the recirculation cycle [23]. Equation 
(12) may thus be written as 

Qload 
TYl = -

>fAWn 
(13) 

'fg ' r o o m _ W ,
1 2 ) 

Substituting equations (10), (11), and (13) into (9), the 
regeneration heat supply' may be expressed as 

Qn 
Cn T , ( f 2 , - f 1 2 + A f ) 

'/* (w„ " W i 2 ) 

(14) 

The dehumidifier transfer parameters are taken to be a 
NTU(|1 of 15 which is typical of a high-performance 
regenerator [32], and a Lewis number of unity. The regenera
tion period NTU is given by 

r2 NTU, j 2=NTUM (15) 

These values of transfer coefficients imply that the resistances 
for heat and mass transfer between the air stream and the sur
face of the desiccant particles dominate the overall transfer 
process and that the flow of the air through the matrix is 
laminar. The actual Lewis number for packed bed silica gel 
dehumidifiers is of the order of 2 [35]. It has been shown by 
Van den Bulck et al. [20], that the effect of the Lewis number 
on the performance of regenerative dehumidifiers is small for 
high overall NTU and Lewis numbers less than 2. 
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Equation (14) gives the regeneration heat supply rate as a 
function of the cooling load, the room air humidity, the ratio 
of the capacitance rate parameters, the regeneration 
temperature, and the process air outlet state. In this equation, 
the process outlet state is a function of both process and 
regeneration air inlet states and capacitance rate parameters. 
Optimum system performance is achieved when the regenera
tion energy is minimum for a specified cooling load. In this 
analysis, the cooling load is held constant and wroom is set 
equal to the ARI standard room air humidity of 0.0111 kg/kg. 
Parameters for the optimization study are the process air 
temperature and humidity and the regeneration air humidity. 
The variables which can then be used to minimize Qreg are the 
regeneration temperature and capacitance rate parameters Tx 
and F2. In the subsequent analysis, the optimization is carried 
out in two steps. First, values for T, and T2 which minimize 
Qre? are determined as functions of process and regeneration 
air mlet states. In a second step, the regeneration temperature 
that minimizes Qreg for a "tuned" dehumidifier (i.e., optimal 
T, and T2) is determined as a function of process temperature 
and humidity and regeneration humidity. 

The results of an analysis based on this model [36] show that 
the regeneration heat required is less sensitive to T, than to 
T\/T2. These results also show that the effect of process 
temperature tn and regeneration humidity w21 on the optimal 
value of Tx/Y2 is of second order compared to the effect of 
process humidity wn and regeneration temperature t2l. The 
optimal values of Tt and r , /T 2 may therefore be averaged 
with respect to tu and vv2, and correlated as a function only of 
wn and t2x. These averaged optimal values are shown in Fig. 5 
for specified process air inlet humidity ratio and regeneration 
air inlet temperature. This figure establishes the optimum 
operating conditions Tu T2 for given process humidity and 
regeneration temperature. 

The results in Fig. 5 demonstrate that an increase in process 
humidity wn for a given regeneration temperature causes both 
r l o p t and (r,/r2)o p t to increase. To extract more moisture 
from the process air stream as wn increases, the matrix should 
be operated at a higher regeneration mass flow rate, contain 
more desiccant material, and/or rotate at a higher speed. In
creasing the regeneration temperature t2l for a given process 
humidity ratio causes T, opt to increase but ( I V r ^ ) ^ 

2.0 

Q reg 

«reg,min 
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1.0 

1 1 
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\ 
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Fig. 6 Normalized regeneration heat required as a function of 
regeneration temperature for a tuned dehumdifier 

decreases. The process outlet humidity ratio will decrease and 
hence also the process mass flow rate. Therefore, a lower 
regeneration flow rate is required. The optimal amount of ad
sorbent in the dehumidifier or its rotational speed might in
crease or decrease depending on the inlet conditions. 

Points marked with Fand R in Fig. 5 show typical states for 
the ventilation and recirculation cycles, respectively. The 
values for (r,/T2)opt for these points agree with the values 
reported by Jurinak [3], which were obtained by a complete 
detailed analysis of the complete system, not just the rotary 
dehumidifier-regenerator subsystem. 

If the dehumidifier is operated at the optimal values of T, 
and T2 for the given inlet conditions, the outlet humidity ratio 
of the process air stream equals the minimum obtainable value 
for these inlet conditions [36]. Also, the regeneration mass 
flow rate is the minimum flow rate that can still regenerate the 
matrix without decreasing the cooling capacity of the system. 
Minimizing the regeneration heat supply for fixed inlet condi
tions corresponds to minimizing the regeneration mass flow 
rate. Hence, choosing the right values for Tx and T2 yields 
another advantage, it minimizes both mass flow rates and 
therefore the electrical fan power while producing maximum 
dehumidification. 

For a "tuned" dehumidifier, which has optimal values for 
T, and T2, the regeneration heat supply is a function of pro
cess and regeneration air inlet states. Figure 6 gives QKg as a 
function of the regeneration temperature and process humid
ity ratio for given process temperature and regeneration 
humidity ratio. Qreg is normalized with respect to the 
minimum regeneration heat required for a process humidity of 
0.010 kg/kg and a regeneration temperature of 85°C. If the 
dehumidifier is used in the recirculation cycle mode, the value 
of wu is in the range 0.010-0.013 kg/kg. Figure 6 shows that 
the regeneration heat supply is only a weak function of the 
regeneration temperature in this humidity range. Thus, the 
COP of the recirculation cycle mode based on thermal energy 
input is not sensitive to an optimal choice of the regeneration 
temperature for optimal choices for T, and T2. However, if 
the dehumidifier is used in the ventilation cycle mode, higher 
process humidity ratios (0.015-0.0175) result and a high 
regeneration temperature is recommended. Previous 
analytical studies have shown the COP based on thermal 
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Table 1 Dehumidifier parameters for sensitivity analysis 

Ventilation cycle Recirculation cycle 

w 11 

= 35.0°C 
= 0.0142 kg/kg 

w-
r21=85.0°C 
21 

r,,0p,=o.ivo 
= 0.0140 kg/kg 

?U=26.7°C 
wn =0.0111 kg/kg 
?2i=85.0°C 

w21 =0.0190 kg/kg 
r l i 0 p t = 0.093 

r, = 0.823 opt = 0.600 
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Fig. 7 Effect of regeneration flow rate on regeneration energy required 

energy input to be maximal for t21 between 65°C and 85°C, 
but these studies were performed assuming either balanced 
flow [16], or fixed values for T, and T2 [3]. Also, these studies 
do not presume a fixed total cooling load, as is done here, but 
instead presume a fixed process mass flow rate. 

Increasing the regeneration temperature will lower the re
quired process mass flow rate because the minimum ob
tainable process outlet humidity ratio decreases. Increasing 
this temperature also allows the dehumidifier to be operated at 
a lower value of (Tl/T2)opt, which decreases the regeneration 
mass flow rate even further. The parasitic power of desiccant 
cooling systems therefore decreases with increasing regenera
tion temperature [3, 16]. Thus, to maximize system per
formance, the regeneration temperature should be high. All 
experimental prototype air conditioning systems using a silica 
gel dehumidifier operate at regeneration temperatures between 
80°C and 100°C [7, 9, 10]. The selected operation 
temperatures were arrived at experimentally, and are consis
tent with the analysis presented here. 

Sensitivity Analysis 
The optimal values for the regeneration temperature, 

regeneration mass flow rate, and wheel speed are presented in 
Figs. 5 and 6. If in operation the values for these parameters 
are different from their respective optimal values, the required 
regeneration heat supply will increase* This increase will be a 
function of the extent of the deviation, and also the strategy 
employed to control the dehumidifier system. Control options 
on the wheel speed might be to hold the speed constant, or 
vary the speed linearly with the process mass flow rate or the 
regeneration mass flow rate. Control options on the regenera-
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Fig. 8 Effect of wheel rotational speed on regeneration energy 
required 

tion mass flow rate might be to hold this flow rate constant, or 
vary the regeneration flow rate linearly with the process mass 
flow rate. In the control strategy, the regeneration 
temperature is kept constant unless mentioned otherwise. 

A sensitivity analysis was carried out for two typical 
dehumidifier parameter sets, reflecting the use of the 
dehumidifier in a ventilation and recirculation cycle system 
[36]. The parameters listed in Table 1 are based on the ARI 
standard room and ambient states of (26.7°C, 0.0111 kg/kg) 
and (35.0°C, 0.0142 kg/kg), as specified by the Solar Energy 
Research Institute for testing desiccant air conditioners [22], 
The results are summarized in Table 1. 

1 Effect of Regeneration Air Mass Flow Rate. If the 
regeneration mass flow rate is increased above the minimal 
value required to provide the given cooling load, the regenera
tion heat supply has to increase. Figure 7 shows the relative in
crease of Q as a function of the relative increase of the 
regeneration flow rate for the recirculation and ventilation cy
cle, and for various control strategies. 

The results in Fig. 7 show only minor differences between 
the ventilation and recirculation cycle systems. The effect of 
the different control strategy options is small. Increasing the 
regeneration flow rate to 20 percent above the minimal value 
required causes an increase of about 10 percent in required 
regeneration heat supply for the same cooling load. Hence, 
considerable energy savings may be accomplished by tuning 
the regeneration mass flow rate to the minimal value required 
for the given cooling load and inlet conditions. 

2 Wheel Revolution Speed. The sensitivity of the 
dehumidifier performance to deviations of the wheel rotation 
speed from its optimal value is presented in Fig. 8. Various 
control strategies for the regeneration mass flow rates are ex
amined for constant regeneration temperature. The results 
show that by keeping the regeneration mass flow rate propor
tional to the process mass flow rate (2-V and 2-R), the 
regeneration heat supply is the least influenced by wheel speed 
perturbations. In this case, the wheel speed may vary from 
- 20 percent to + 30 percent without significantly affecting 
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Qreg. Positive wheel speed deviations are less influential than 
negative deviations. The dehumidifier performance is, in 
general, slightly more sensitive to the wheel revolution speed 
for the ventilation cycle than for the recirculation cycle. 

3 Effect of Regeneration Air Inlet Temperature. In Fig. 5 
it is shown that r l i 0 p t and I \ o p t are primarily a function of the 
regeneration temperature for a given process humidity ratio. 
Moreover it is shown in Fig. 6 that if I1, and T2 are controlled 
in response to the regeneration temperature, the required 
regeneration heat supply varies only slightly with the regenera
tion temperature provided that this temperature is chosen 
properly. However, this assumption requires a rather complex 
control strategy in which the regeneration mass flow rate and 
wheel speed are tied to both the regeneration temperature and 
process mass flow rate. Figure 9 shows the relative variation of 
the required regeneration heat supply with regeneration 
temperature for four other simple control options for the 
recirculation cycle. Curves for the ventilation cycle show the 
same trends. The results show that the regeneration heat sup
ply is the least affected by the regeneration temperature for 
control option 2 in which the wheel speed is constant and the 
regeneration mass flow rate is varied in proportion to the pro
cess mass flow rate. In this case the regeneration temperature 
may vary from 75°C to 100°C without significantly increasing 
Qreg- Options in which the regeneration mass flow rate is kept 
constant are to be avoided, while it is preferable to keep the 
matrix rotating at a constant speed. 

Comparison With Experimental Results 

Desiccant cooling systems are under development and only 
limited experimental data are available. AiResearch Manufac
turing Company has developed a prototype unit of an open-
cycle solid desiccant air conditioner [9, 23]. Their data are 
described here in the context of the present analysis. The 
dehumidifier and the regenerator are packed beds and ar
ranged as two coaxial cylinders rotating around parallel axes. 
The heater is mounted between the dryer and the heat ex
changer. The desiccant is silica gel. 

r11=28.6°C 
iv,, =0.0128 kg/kg 
/21=83.3°C 

w2l =0.0190 kg/kg 

m„„ =0.34 kg/s 
NTUf i = 10 

Md = 45.4 kg 
r=720s 

"Estimated value 

AiResearch set up a system with the prototype unit and two 
humidifiers arranged in a recirculation type cycle [23]. They 
conducted experiments on the system to determine values for 
the design parameters that maximize the COP, defined as the 
ratio of cooling capacity to thermal heat input. The sensitivity 
of the COP to process and regeneration air mass flow rate and 
wheel speed were also investigated. The cooling capacity of the 
system at design conditions was rated at 4.7 kW. 

Representative test data of the system are listed in Table 2. 
For these specified data, the variation of system COP with 
process air mass flow rate was determined experimentally and 
it was found that a flow rate of 0.50 kg/s yielded the max
imum COP. From these measurements, values of the 
capacitance rate parameters that provided the optimum 
system performance can be calculated using equation (1) 

(45 4) 
v ' =0.126 (16a) 1 (720)(0.50) 

[(45.4)/(720)(0.50)] 
= 0.68 (166) 

T2 [(45.4)/(720)(0.34)] 
These experimental values can be compared with values that 
are predicted by the model for this specific case as follows. 
Figure 5 shows analytically determined optimal values for the 
capacitance rate parameters as functions of regeneration 
temperature and process humidity. With the specified inlet 
conditions of Table 2 as entries in Fig. 5, the following values 
are obtained 

r,,0p, = 0.125 

V r, A 
= 0.71 {\ib) 

r 2 / opt 

This comparison establishes that the experimentally deter
mined optimal values of the capacitance rate parameters agree 
with this analysis. The good agreement supports the approx
imation made with respect to the heat exchanger-dehumidifier 
subsystem. 

AiResearch [23] conducted its experiments for a regenera
tion temperature of 83°C. The optimal regeneration 
temperature for the inlet process humidity as specified in 
Table 2 can be determined from Fig. 6 and is predicted to be 
~ 92°C. Figure 6 also shows, however, that the optimum 
regeneration temperature is not well defined for low process 
humidities which are encountered in recirculation type 
systems. 

The sensitivity of the regeneration heat supply to wheel 
speed was experimentally determined by AiResearch [23]. Pro
cess and regeneration air mass flow rate were kept constant. 
Measurements were taken for runs at wheel speed differing 
+ 10 percent and - 10 percent from the optimal value. The 
reported results indicate no measurable effect on cooling 
capacity and COP of the system. This result is in agreement 
with the analytical results illustrated in Fig. 8, which shows 
sensitivity to wheel speed about the optimum. 

The sensitivity of the COP to process and regeneration air 
mass flow rate was investigated experimentally. Since the cool
ing capacity of the system varied with flow rates, no com
parison between the reported data and the model can be made. 
However, the experiments indicate the same effect on the COP 
as shown in Fig. 7. These results substantiate the analysis 
presented here. 
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Control Strategies for Desiccant Dehumidifier Cooling 
Systems 

The optimal strategy for controlling a dehumidifier cooling 
system will provide the given cooling load with the least possi
ble regeneration heat supply. This control strategy will not on
ly maximize the COP based on thermal energy input but also 
minimize electrical energy input. An ideal controller would 
therefore sense room state and ambient conditions and adjust 
the process and regeneration mass flow rate, the wheel rota
tional speed and the regeneration temperature to optimal 
values. Such tasks can only be accomplished by a direct digital 
control system. Since this might not pay off for small-scale ap
plications, simpler control strategies are needed. 

The sensitivity analysis allows one to examine the influence 
of different control strategy options. If it is assumed that the 
process mass flow rate is adjusted to provide the given cooling 
load, the following control options are recommended. 

1 The regeneration mass flow rate should vary in propor
tion to the process mass flow rate. At the optimal point, the 
outlet humidity ratio of the process air stream is minimal. 
Hence, any deviation from this optimal point will increase the 
process mass flow rate. If, however, the regeneration mass 
flow is increased, the drying capacity of the matrix increases. 
This will in turn lower the process outlet humidity ratio and 
hence, the process mass flow rate will drop. Thus, this control 
strategy is inherently stable, and will always provide the least 
possible flow rates for the following set of given parameters: 
ratio of regeneration mass flow rate to process mass flow rate, 
wheel revolution speed, regeneration temperature, room state, 
cooling load, and ambient conditions. It is important to 
choose and maintain a proper value for the ratio of regenera
tion mass flow rate to process mass flow rate. 

2 The wheel speed may be kept constant. As has been 
shown, the influence of wheel speed control on the regenera
tion energy demand is of second order. Since the dehumidifier 
wheel rotates at a very low speed, it is practical that this speed 
may be set constant. The choice of the speed is not critical. 
Deviations of -20 percent to +30 percent of the optimal 
speed do not significantly decrease the COP of the system, 
provided that condition 1 has been met. 

3 The regeneration heat supply is minimized by high 
regeneration temperatures. For gas-fired desiccant cooling 
systems at specified cooling load, the thermal regeneration 
energy input and electric power required to drive the air fans 
are minimized by regeneration temperatures ranging from 85 
to 100°C. The COP based on thermal energy input is only 
weakly affected by the regeneration temperature in this range. 
Once the regeneration temperature has been chosen, the wheel 
speed and the ratio of regeneration to process air mass flow 
rate can be determined according to Fig. 5. 

Conclusions 

The performance of solid desiccant cooling and drying 
systems depends on the operating parameters of the 
dehumidifier. For a given cooling load, the required regenera
tion heat supply may be minimized by choosing proper values 
for these parameters, while also the dehumidifier control 
strategies influence system performance. This analysis 
presents a method for choosing optimal values for gas-fired 
systems, and is substantiated by available experimental 
results. 

Substantial energy savings can be achieved by reducing the 
regeneration mass flow rate from balanced flow to between 60 
percent and 80 percent of the process mass flow rate, de

pending on the regeneration temperature and process humidi
ty ratio. The ratio of matrix mass capacity rate to process air 
mass flow rate should vary between 0.10 and 0.18. To reduce 
required mass flow rates, high regeneration temperatures of 
85°C to 100°C are recommended. 

The optimal control strategy will let the regeneration mass 
flow rate vary in proportion to the process mass flow rate. The 
wheel rotational speed may be kept constant and fine tuning 
of this speed is not important. 
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Analysis of Laminar Fully Developed Flow in Plate-Fin 
Passages: Effect of Fin Shape 

C. Prakash1 and R. Lounsbury2 

Nomenclature 
A cross-sectional area of the com

putational domain, m2 

specific heat of the fluid, 
J/kg°C 
friction factor, equation (1) 
fin height, Fig. 1, m 
heat transfer coefficient, equa
tion (5), W/m2°C 
thermal conductivity of the 
fluid, W/m°C 
axial length of the heat ex
changer, m 

m = mass flow rate through the 
computational domain, kg/s 

Nu = Nusselt number, equation (6) 
pressure, N/m2 

heated or wetted perimeter of 
the computational domain, m 
pumping power for flow 
through the computational do
main, W 
average heat flux based on the 
base area, equation (4), W/m2 

heat transferred per unit axial 
length in the computational do
main, W/m 
heat transferred by an ex
changer of axial length L for 
each computational domain, 
equation (9), W 
Reynolds number, equation (2) 
spacing between adjacent 
plates or adjacent fins, m 

CP = 

f = 
h = 

hT = 

k = 

L = 

P = 
P = 

(P = 

Q' 

Re 
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t = 

T = 
T„ = 

Tbi = 

T 

W 

w 
x,y 

half of the fin base thickness, 
Fig. 1, m 
temperature of the fluid, °C 
bulk temperature of the fluid, 
°C 
bulk temperature of the fluid at 
some starting or inlet location, 
°C 
uniform temperature of the 
plates and the fins, °C 
axial velocity, m/s 
average axial velocity, m/s 
cross-stream coordinates, Fig. 
1, m 

z = axial coordinate, Fig. 1, m 
S = grid spacing, equation (7), m 
ix = viscosity of the fluid, kg/ms 
p = density of the fluid, kg/m3 

Introduction 
Finned surfaces find application in a variety of practical 

heat exchange devices, such as radiators, air conditioners, 
heaters, etc. [1, 2]. Fins are also employed in cooling (heat 
"sink") assemblies such as those found in electrical/electronic 
cooling passages. 

For heat transfer augmentation purposes, fins are generally 
kept very thin. However, there are occasions, especially in 
heat sink configurations, where the thickness of the fin is not 
negligible. Such finite thickness leads to a geometrically com
plex flow domain of which the heat transfer behavior can be 
quite different as compared to a thin-fin passage. The present 
study has been motivated by a desire to examine the effect of 
the shape of thick fins on their flow and heat transfer 
performance. 

Laminar flow studies in finned passages have been reviewed 
in detail by Shah and London [1]. The particular configura
tion considered in this paper has not been studied before. The 
only work that comes close is from Sparrow et al. [3], cor
responding to the rectangular fin case. 

Problem Statement 
The problem being analyzed is schematically sketched in 

Fig. 1. It concerns the prediction of laminar fully developed 
flow in finned parallel plate passage of plate spacing s. Thick 
fins are affixed on each plate, and the flow is parallel to the 
axis of the fins, i.e., the surface of the plates. A number of 
cross-sectional shapes of the fin are to be considered. In Fig. 
1, fins of triangular cross-sectional shapes are drawn. The fins 
are of height h and spaced a distance 5 apart. Thus the fin 
pitch is identical to the plate spacing (s). This assumption is 
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Fig. 1 A finned parallel plate assembly 

just to reduce the number of parameters of the problem; the 
present study can, of course, be extended to cases where this is 
not so. Finally, the thickness of the fin at the base is equal to 
It. 

Because of the symmetry in the problem, we only need to 
consider the computational domain shown as the shaded 
region a-b-c-d-e-a in Fig. 2. The segment b-c represents the fin 
surface and is represented by a general equation y = g(x) in 
the range 0 <x<h. Four different fin shapes were considered 
which are described in Fig. 3. The corresponding equations are 

g(x) = t: rectangular fins 

= n l —— J: triangular fins 

' ( - # > 
concave-parabolic 

• t(l — - j — J: convex-parabolic 

A variety of thermal boundary conditions are possible as 
has been discussed by Shah and London [1]. For the present 
analysis we assume that the entire assembly, fins as well as the 
base plates, is isothermal with uniform temperature T„ 
everywhere. This is the so-called (T) boundary condition of 
Shah and London [1] and has applications in condensers, 
evaporators, etc. Such a treatment implicitly assumes that the 
base plates and the fins are made of a highly conducting 
material and that the fins are 100 percent efficient. 

The fluid is assumed to be incompressible, and all fluid pro
perties are assumed to be constant. Viscous dissipation, com
pression work, and radiation effects are to be neglected in the 
energy equation. 

Analysis 
The analysis of fully developed duct flows has been dis

cussed at length in a number of heat transfer texts (see, e.g., 
Kays and Crawford [4]). Hence, details will be omitted, and 
only the main points will be highlighted. Recall the computa
tional domain shown in Fig. 2. Let z be the coordinate normal 
to the plane of Fig. 2, and let w represent the velocity compo-

Fig. 2 The computational domain 

Rectangular 

g ( x )= t 

Triangular 

g ( x ) = l ( l - A ) 
h 

Concave-Parabolic 

g (x ) = t ( l - A I 
v h 

Convex-Parabolic 

g ( x l = t ( l - j t » ) 

Fig. 3 Different fin shapes 

nent along z. For fully developed conditions, there is no cross-
stream flow and w is the only nonzero velocity component. 
Further, w is itself independent of z- The pressure p is a func
tion of z only and dp/dz is uniform, i.e., independent of z. 
The axial velocity w satisfies a Poisson equation in which 
dp/dz appears as a source term. The main hydrodynamic 
quantity of interest is the friction factor / which may be de
fined as 

f={-dp/dz)s/\pw2/2] (1) 
Here p represents the density of the fluid, and w is the average 
velocity. Define the Reynolds number Re as 

Re = pws/n (2) 
where n is the viscosity of the fluid. For fully developed flow, 
the friction factor / is inversely proportional to the Reynolds 
number Re, i.e., 

/Re = const (3) 
where the constant on the right hand side is a function only of 
the fin shape and the geometric quantities h/s and t/s. 

For thermally fully developed flow, the temperature also 
obeys a Poisson equation. For the chosen boundary condition 
of isothermal plates and fins, the problem leads to an eigen
value formulation [4]. The main quantity of interest is the 
Nusselt number which may be defined in the following man
ner. Consider the computational domain shown in Fig. 2. Let 

g '=heat transfer per unit axial length z in the domain 
shown in Fig. 2 

An average heat flux q can be defined using the base area s 
which would occur in the absence of any fins. That is 

Q' 
q=— 

s 
The heat transfer coefficient hT can be defined as 

h T = « ^ ) (5) 

where T„ and Tb are the plate (and fin) and the bulk 

(4) 
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Table 1 Variation of the friction factor-Reynolds number product, /• Re. 
Here, t and Re are based on the average velocity w and the interplate (or 
interfin) spacing s. 

t/s 

1/6 

1/3 

1/2 

1/6 

1/3 

1/2 

1/6 

1/3 

1/2 

h/s 

1/3 

1/3 

1/3 

2/3 

2/3 

2/3 

1 

1 

1 

Rectangular 

43.86 

54.94 

54.0 

87.42 

194.8 

216.0 

91.93 

273.3 

-

Triangular 

34.16 

36.37 

39.13 

57.44 

67.56 

80.33 

70.19 

96.44 

139.5 

Concave 
Parabolic 

33.44 

34.36 

35.83 

54.37 

58.80 

65.13 

63.79 

74.79 

91.64 

Convex 
Parabolic 

35.54 

39.62 

43.10 

62.42 

82.92 

102.4 

79.25 

138.1 

243.8 

temperatures, respectively. The Nusselt number Nu can be 
defined as 

Nu = ̂  (6) 

Under the assumed fully developed conditions, Nu is indepen
dent of z and is a function only of the fin shape and the 
geometric quantities t/s and h/s. 

Computational Procedure 
As already mentioned, the task here is to solve the Poisson 

equations for the axial velocity w and the temperature T. Since 
the geometric shape of the computational domain is quite 
complex, a finite element method is an appropriate solution 
candidate. The control volume based finite element method of 
Baliga and Patankar [5] was employed in the present study. 
The method uses three node triangular elements, and for a 
Poisson equation, it employs linear shape functions. 

The domain was triangulated as follows. First, N equally 
spaced vertical lines are drawn which run from the curve b-c-d 
to the top line a-e. Then, on each of these lines, N equally 
spaced grid points are placed. By joining the corresponding 
points on the vertical lines, the domain is divided into (N—l) 
X (N-1) quadrilaterals. The quadrilaterals are then 
triangulated by alternately joining the left bottom-right top 
and left top-right bottom grid points. The domain, thus, has 
an N x N grid, and a characteristic grid spacing of 

8 = s/(N-l) (7) 
The goal of this study, as already stated, is to examine the ef
fect of the fin shape. Since such an effect can be small, it is 
necessary that the numerical results be extrapolated to zero 
grid size. This was indeed done, and the Richardson extrapola
tion formula 

a = a0 + bSc (8) 
was employed for this purpose. Here a is any quantity of in
terest, a0 is the value of a corresponding to zero grid size 
(which is supposedly the exact solution), c is the order of con
vergence of the method, and b is a constant. If the value of a is 
computed for three different values of 5, then a0, b, and c can 
be determined. Of these, we need only a0. 

Both /Re and Nu values were extrapolated using the above 
procedure. The three 5's used correspond to N = 10 (S = s/9), 
N= 19 (<5 = s/18), andiV = 28 (<5 = s/27). Consider the case 
of a rectangular fin with h/s = 1. This corresponds, really, to 
flow through a rectangular duct. Similarly, a triangular fin 
with t/s = 1 / 2 and h/s = 1 corresponds to flow through an 
isosceles triangular duct. For these limiting cases, the/Re and 
Nu of the present computations (the zero grid • size ex
trapolated values) agree with those reported by Shah and Lon-

Table 2 Variation of the Nusselt number Nu = hTs/k, where hT -
ql{Tw - Tb). Here, the average heat flux q is defined on the basis of plate 
surface area alone (i.e., excluding the fin surface area). 

t/s 

1/6 

1/3 

1/2 

1/6 

1/3 

1/2 

1/6 

1/3 

1/2 

h/s 

1/3 

1/3 

1/3 

2/3 

2/3 

2/3 

1 

1 

1 

Rectangular 

5.373 

5.700 

5.655 

7.156 

12.36 

11.31 

6.511 

10.55 

-

Triangular 

4.705 

4.810 

4.916 

6.127 

6.368 

6.520 

6.102 

6.497 

6.509 

Concave 
Parabolic 

4.664 

4.712 

4.768 

6.049 

6.129 

6.240 

5.990 

6.139 

6.282 

Convex 
Parabolic 

4.789 

4.978 

5.094 

6.297 

6.796 

6.993 

6.306 

7.156 

6.744 

Table 3 Variation of Nu/(P/s), where P represents the total heated/wet
ted perimeter. This quantity represents a Nusselt number in which the 
average heat flux is obtained using the total (plate + fin) surface area. 

t/s 

1/6 

1/3 

1/2 

1/6 

1/3 

1/2 

1/6 

1/3 

1/2 

h/s 

1/3 

1/3 

1/3 

2/3 

2/3 

2/3 

1 

1 

1 

Rectangular 

4.031 

4.276 

5.655 

4.293 

7.415 

11.31 

3.906 

7.914 

-

Triangular 

3.901 

4.227 

4.469 

4.028 

4.510 

4.891 

3.304 

3.775 

4.023 

Concave 
Parabolic 

3.820 

4.062 

4.246 

3.943 

4.253 

4.548 

3.222 

3.508 

3.780 

Convex 
Parabolic 

3.938 

4.291 

4.516 

4.124 

4.746 

5.119 

3.405 

4.122 

4.092 

don (Tables 42, 56, and 57 of [1]) to within 1 percent. This 
agreement was used as a check on the computational 
procedure. 

The Baseline Friction Factor and Nusselt Number Results 
The basic friction factor results are presented in Table 1. As 

can be seen, for a fixed plate spacing s and average velocity w 
(i.e., a fixed Re), the friction factor/(and hence the pressure 
drop dp/dz) increases with both t/s and h/s. Everything else 
remaining the same, rectangular fins have the maximum 
pressure drop followed in decreasing order, by convex-
parabolic, triangular, and the concave-parabolic fins. 

The Nusselt number values are listed in Table 2. It may be 
recalled that this Nusselt number is based on the heat flux 
calculated using the base heat transfer area s which would oc
cur when there is no fin. Hence, the Nusselt number listed in 
Table 2 has built into it the effect of increased heat transfer 
area when the fins are present. All else remaining fixed, the 
Nusselt number is highest for the rectangular fins followed, in 
decreasing order, by convex-parabolic, triangular, and 
concave-parabolic fins. For any fin shape, the Nusselt number 
shows a mixed dependence on h/s and t/s, but generally, it in
creases with both. An increase in t/s or h/s affects the total 
heat transfer area (Table 4) and, due to the no-slip condition, 
the velocity distribution. The mixed dependence of the Nusselt 
number on t/s and h/s is due to these competing effects. 

Using the friction factor and the Nusselt number values 
reported in Tables 1 and 2, other results of engineering interest 
can easily be calculated. Some examples of this will now be 
presented. 
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Table 4 P/s, where P is the wetted/heated perimeter of the computa
tional domain 

t / s 

1/6 

1/3 

1/2 

1/6 

1/3 

1/2 

1/6 

1/3 

1/2 

h / s 

1/3 

1/3 

1/3 

2/3 

2/3 

2/3 

1 

1 

1 

Rectangular 

1.333 

1.333 

1.000 

1.667 

1.667 

1.000 

1.667 

1.333 

_ 

Tr iangu la r 

1.206 

1.138 

1.100 

1.521 

1.412 

1.333 

1.847 

1.721 

1.618 

Concave 
Pa rabo l i c 

1.221 

1.160 

1.123 

1.534 

1.441 

1.372 

1.859 

1.750 

1.662 

Convex 
Parabo l i c 

1.216 

1.160 

1.128 

1.527 

1.432 

1.366 

1.852 

1.736 

1.648 

Table 5 Variation of (P/(m2 /iL/(p2s4)) where <P represents the pumping 
power required to maintain a mass flow rate m through the computa
tional domain of axial length L 

t / s 

1/6 

1/3 

1/2 

1/6 

1/3 

1/2 

1/6 

1/3 

1/2 

h / s 

1/3 

1/3 

1/3 

2/3 

2/3 

2/3 

1 

1 

1 

Rectangular 

49.35 

70.64 

81.00 

112.4 

350.6 

647.9 

137.9 

819.7 

-

Tr iangu la r 

36.17 

40.92 

46.95 

64.62 

86.86 

120.5 

84.22 

144.7 

279 

Concave 
Parabo l i c 

34.72 

37.11 

40.31 

58.71 

69.03 

83.74 

71.77 

96.16 

137.5 

Convex 
Parabo l i c 

38.38 

46.51 

55.41 

73.28 

117.8 

184.3 

101.9 

248.6 

731.3 

Heat Transfer Results on per Unit Heat Transfer Area Basis 
As already mentioned, the Nusselt number presented in 

Table 2 is based on a heat flux Q'/s. A true average heat flux 
should be Q'/P, where P represents the actual heated (or 
wetted) perimeter of the computational domain. Thus P = 
length of (a — b) + (b — c) + (d—e).3 The Nusselt number us
ing the heat flux Q'/P would be Nu/(P/s), and this would be 
more representative of the heat transfer on a per unit heat 
transfer area basis. Table 3 has been prepared for this pur
pose. It shows the variation of Nu/(PA) with t/s and h/s. 
Accompanying Table 3 is Table 4 in which the values of the 
perimeter P have been listed. From Table 3 it is found that 
even on a per unit heat transfer area basis, a rectangular fin 
yields the highest heat transfer, followed in decreasing order, 
by convex-parabolic, triangular, and the concave-parabolic 
fins. The same behavior, it may be recalled, is displayed by the 
Nusselt number results of Table 2. The effect of increasing t/s, 
as may be noted from Table 3, is to increase the heat transfer 
per unit area for all fin shapes. With h/s, the heat transfer in
creases at first and then decreases. 

Evaluation of the Total Heat Transfer by an Exchanger of 
Length L 

Consider an exchanger of length L. Let Q be the heat 
transferred by each computational domain in the axial 
distance L. Assuming fully developed conditions all through, 
Q is given by 

Q / NUAZA 
= l - e x p ( : ) (9) 

mcp(Tw-Tbi)
 v \ mcp J

 w 

3 For a rectangular fin P = s/1 + h + s/2. 

Table 6 A/s2, where A is the flow area in the computational domain 

t / s 

1/6 

1/3 

1/2 

1/6 

1/3 

1/2 

1/6 

1/3 

1/2 

h / s 

1/3 

1/3 

1/3 

2/3 

2/3 

2/3 

1 

1 

1 

Rectangular 

0.4444 

0.3889 

0.3333 

0.3889 

0.2778 

0.1667 

0.3333 

0.1667 

-

Tr iangu la r 

0.4722 

0.4444 

0.4167 

0.4444 

0.3889 

0.3333 

0.4167 

0.3333 

0.2500 

Concave 
Pa rabo l i c 

0.4815 

0.4630 

fl.4444 

0.4630 

0.4259 

0.3889 

0.4444 

0.3889 

0.3333 

Convex 
Pa rabo l i c 

0.4630 

0.4259 

n.3889 

0-4259 

0.3519 

0.2778 

0.3889 

0.2778 

0.1667 

where m is the total mass flow rate through the computational 
domain, k and cp are the thermal conductivity and the specific 
heat of the fluid, and Tbi is the bulk temperature at the inlet. 
Clearly, the greater the value of Nu, the greater is the amount 
of heat transferred. Thus, everything else remaining fixed, the 
rectangular fins will transfer the maximum amount of heat 
followed, in decreasing order, by convex-parabolic, 
triangular, and concave-parabolic fins. If the heat duty Q and 
the exchanger length L are fixed, then the rectangular fins will 
need the smallest mass flow rate followed, in increasing order, 
by the convex-parabolic, triangular, and concave-parabolic 
fins. Similarly, if Q and m are fixed, then the length L will be 
maximum for an exchanger with concave-parabolic fins 
followed by the triangular, convex-parabolic, and rectangular 
fins. 
Pumping Power Considerations 

From an engineering standpoint, the important 
hydrodynamic quantity of interest is the pumping power <? 
necessary to make the fluid flow through the exchanger. For 
an exchanger of length L, the power (P required for the com
putational domain is given by 

<9 = (-dp/dz)L(m/p) (10) 
In dimensionless form, the pumping power can be expressed 
as 

/ m V \ W / (A/s2) 
V p V ) 

where A is the cross-sectional area of the computational 
domain. 

The pumping power results are presented in Table 5. In the 
accompanying Table 6, the values of A/s2 have been listed, 
Everything else including the mass flow rate m remaining 
fixed, it is clear from Table 5 that the rectangular fins require 
the maximum pumping power followed in decreasing order by 
the convex-parabolic, triangular, and concave-parabolic fins. 
All else remaining constant, the pumping power increases with 
t and h. 

From Tables 2 and 5 we note that both the Nusselt number 
Nu and the pumping power increase as one goes from 
concave-parabolic, to triangular, to convex-parabolic, to the 
rectangular fins. However, the factor by which the Nusselt 
number increases is much less than the factor by which the 
pumping power changes. Hence if the mass flow rate m, the 
heat duty Q [recall equation (9)] and all other quantities are 
fixed except the exchanger length L, then L will be smallest for 
rectangular fins followed in increasing order by convex-
parabolic, triangular, and concave-parabolic fins; however, 
the pumping power will be highest for rectangular fins follow
ed, in decreasing order, by the convex-parabolic, triangular, 
and concave-parabolic fins. By the same token, if m, the 
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pumping power (P, and all other quantities are kept fixed, then 
the exchanger length L and the heat transferred Q will be 
smallest for rectangular fins followed, in increasing order, by 
convex-parabolic, triangular, and concave-parabolic fins. 

Many other design decisions of this nature can be concluded 
from the tabulated friction factor and Nusselt number data. 
Often, design considerations are based on the fin volume or 
fin weight. For such calculation, Table 6 would be useful since 
(1/2-A/s2) is the dimensionless fin area (volume per unit ax
ial length) in the computational domain. 

Conclusions 

Laminar fully developed flow in a finned parallel plate 
passage has been numerically analyzed. The goal of the study 
has been to examine the effect of the fin shape. Fins of rec
tangular, triangular, concave-parabolic, and convex-parabolic 
shapes have been considered. Baseline data for the friction 
factor and Nusselt number have been tabulated which can be 
used for a variety of design/optimization analyses. Everything 
else remaining the same, the rectangular fins are found to pro
vide the maximum heat transfer followed, in decreasing order, 
by the convex-parabolic, triangular, and concave-parabolic 
fins. The pumping power also follows the same order, with the 
proportional change in the pumping power being greater. 
Thus, if pumping power is not a constraint, as in many 
special-purpose compact heat exchange devices, the rec
tangular fins are the best followed by convex-parabolic, 
triangular, and concave-parabolic fins. 
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Crossflow Heat Transfer in Tube Bundles at Low 
Reynolds Numbers 
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Introduction 

Extensive studies [1-11] have been conducted for the heat 
transfer in tube bundles at crossflow in response to the wide 
applications of shell-and-tube exchangers. Some empirical 
heat transfer correlations for bundles with specific pitch-to-
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diameter ratios were presented in [8-11]. A large quantity of 
data was also compiled in [7] for heat transfer over smooth 
tube bundles at high Reynolds numbers, but no significant 
amount of data were available for the flow at low Reynolds 
numbers. More detailed heat transfer information in tube 
bundles were presented in [1]. The empirical correlations for 
different bundles geometries were proposed for wide range of 
Reynolds numbers. However, the empirical correlations fail to 
predict well the data, especially for the data of staggered bun
dle at low Reynolds number, say Red < 100, where the 
Reynolds number is based upon the tube diameter and the 
flow velocity at minimum cross section in the bundles. The 
maximum error of the predictions for the staggered bundles 
data was as high as 240 percent. 

When the Reynolds number is very low (Red < 1), the flow 
field can be characterized by the creeping flow approximation. 
At this condition, the flow streamlines are symmetric with 
respect to a plane which passes through the tube and normal to 
the incoming stream. Various investigations [13, 14] of creep
ing flow through packed beds and fluidized beds have been 
conducted using a "free surface model." This model reduces 
the complex problem of the multiparticle assemblage by con
sidering an equivalent concentric spherical cell around a parti
cle. The interaction of a particular sphere with its neighbors is 
represented by this spherical cell. In actual package beds, these 
fluid envelopes will be distorted, but it is assumed that the cell 
can still be taken to be spherical. The hypothetical fluid cell is 
assumed to have zero shear stress at its outer surface. The 
fluid-to-particle volume ratio in the entire assemblage is 
preserved in this cell. In tube bundles, the creeping flow fluid 
mechanics has been studied in [13] using this free surface 
model. However, no analysis on heat transfer has been per
formed. In the following sections, the heat transfer informa
tion will be provided for bundles of various configurations. 

Model 
Figure 1 shows the typical staggered array and inline array 

tube bundle with the flow normal to the tubes, where XL and 
XT are the longitudinal pitch and transverse pitch in the 
bundles, respectively. The fluid flow and heat convection are 
analyzed under the following assumptions. 

1 The flow is steady with constant fluid properties. 
2 The fluid is at creeping flow (Red < 1) with negligible 

energy dissipation. 
3 The bundles are infinite in extent with negligible entry 

and exit effects and no wall effects. 
4 The free surface model is applicable to a tube in bundles 

of any geometry. This assumption will be justified by the com
parison of the results of the analysis to experimental data. 

With the use of the free surface model, the hydrodynamics 
in bundles can be analyzed on a cylinder which has a radius a 
surrounded by a cylindrical cell of fluid with a free surface at 
radius b as shown in Fig. 2(a). The fluid envelope is assumed 
to move with respect to the tube at a constant velocity U, 
which is the velocity at the minimum cross section in the tube 
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pumping power (P, and all other quantities are kept fixed, then 
the exchanger length L and the heat transferred Q will be 
smallest for rectangular fins followed, in increasing order, by 
convex-parabolic, triangular, and concave-parabolic fins. 

Many other design decisions of this nature can be concluded 
from the tabulated friction factor and Nusselt number data. 
Often, design considerations are based on the fin volume or 
fin weight. For such calculation, Table 6 would be useful since 
(1/2-A/s2) is the dimensionless fin area (volume per unit ax
ial length) in the computational domain. 

Conclusions 

Laminar fully developed flow in a finned parallel plate 
passage has been numerically analyzed. The goal of the study 
has been to examine the effect of the fin shape. Fins of rec
tangular, triangular, concave-parabolic, and convex-parabolic 
shapes have been considered. Baseline data for the friction 
factor and Nusselt number have been tabulated which can be 
used for a variety of design/optimization analyses. Everything 
else remaining the same, the rectangular fins are found to pro
vide the maximum heat transfer followed, in decreasing order, 
by the convex-parabolic, triangular, and concave-parabolic 
fins. The pumping power also follows the same order, with the 
proportional change in the pumping power being greater. 
Thus, if pumping power is not a constraint, as in many 
special-purpose compact heat exchange devices, the rec
tangular fins are the best followed by convex-parabolic, 
triangular, and concave-parabolic fins. 
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diameter ratios were presented in [8-11]. A large quantity of 
data was also compiled in [7] for heat transfer over smooth 
tube bundles at high Reynolds numbers, but no significant 
amount of data were available for the flow at low Reynolds 
numbers. More detailed heat transfer information in tube 
bundles were presented in [1]. The empirical correlations for 
different bundles geometries were proposed for wide range of 
Reynolds numbers. However, the empirical correlations fail to 
predict well the data, especially for the data of staggered bun
dle at low Reynolds number, say Red < 100, where the 
Reynolds number is based upon the tube diameter and the 
flow velocity at minimum cross section in the bundles. The 
maximum error of the predictions for the staggered bundles 
data was as high as 240 percent. 

When the Reynolds number is very low (Red < 1), the flow 
field can be characterized by the creeping flow approximation. 
At this condition, the flow streamlines are symmetric with 
respect to a plane which passes through the tube and normal to 
the incoming stream. Various investigations [13, 14] of creep
ing flow through packed beds and fluidized beds have been 
conducted using a "free surface model." This model reduces 
the complex problem of the multiparticle assemblage by con
sidering an equivalent concentric spherical cell around a parti
cle. The interaction of a particular sphere with its neighbors is 
represented by this spherical cell. In actual package beds, these 
fluid envelopes will be distorted, but it is assumed that the cell 
can still be taken to be spherical. The hypothetical fluid cell is 
assumed to have zero shear stress at its outer surface. The 
fluid-to-particle volume ratio in the entire assemblage is 
preserved in this cell. In tube bundles, the creeping flow fluid 
mechanics has been studied in [13] using this free surface 
model. However, no analysis on heat transfer has been per
formed. In the following sections, the heat transfer informa
tion will be provided for bundles of various configurations. 

Model 
Figure 1 shows the typical staggered array and inline array 

tube bundle with the flow normal to the tubes, where XL and 
XT are the longitudinal pitch and transverse pitch in the 
bundles, respectively. The fluid flow and heat convection are 
analyzed under the following assumptions. 

1 The flow is steady with constant fluid properties. 
2 The fluid is at creeping flow (Red < 1) with negligible 

energy dissipation. 
3 The bundles are infinite in extent with negligible entry 

and exit effects and no wall effects. 
4 The free surface model is applicable to a tube in bundles 

of any geometry. This assumption will be justified by the com
parison of the results of the analysis to experimental data. 

With the use of the free surface model, the hydrodynamics 
in bundles can be analyzed on a cylinder which has a radius a 
surrounded by a cylindrical cell of fluid with a free surface at 
radius b as shown in Fig. 2(a). The fluid envelope is assumed 
to move with respect to the tube at a constant velocity U, 
which is the velocity at the minimum cross section in the tube 
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(a) 
( b ) 

Fig. 2 Schematic of free surface model 

bundle. The typical streamlines in the cell are shown in Fig. 
2(b). The unit cell radius b in the free surface model is related 
to the tube pitches XT and XL as 

m (1) 

The voidage of a tube bundle can be also related to the tube 
pitches as 

e=XTXL-,cP/4 ( 2 ) 

XTXL 

The ratio of the cell radius to the tube radius, /3, can be related 
to the voidage e of the bundle as 

-fe) (3) 

It is noteworthy that the solidity of a bundle is simply 1//32. 
With those notations, the stream function can be rewritten as 
[13] 

\Ur sin 6 

(04-
where 

1) V a2 

X=-

- + 2(1 +/34) ln(a/ /-)-( l -(34)-

0 3 4 - l ) 

0 V 
(4) 

[(l+/34)ln/32 + (l- /34)] 

is a parameter of the bundles geometry. 

Formulation. Although the present analysis of fluid flow is 
restricted to creeping flow, at large Peclet number (Perf > > 1) 
the thermal boundary layer will be thin and stays close to the 
surface of the heated tube. Therefore, the heat transfer can be 
evaluated from thermal boundary layer analysis. In a thin 
thermal boundary layer, r = a, the stream function in equa
tion (4) can be expanded by using a Taylor series and reduced 
to 

* = 
-2\Usind(r-a)2 

(5) 

Thus, the corresponding flow velocity components can also be 
obtained 

Vr = Va=- (6) 

Neglecting the viscous dissipation, the energy equation in the 
unit cell becomes 

V, 
dT 

-+V, 
dT 

~rdff - ( • 

d2T 1 
• + — 

dT 

dr dr ' " rdd \ dr2 r 

with constant temperature boundary conditions 

T=T„ at r = a 

T=Tb at r = b 

The energy equation can be transformed to a nondimensional 
form by introducing the dimensionless quantities 

(7) 

(8) 

(9) 

v=-Ua\ 

and 

T—T 

1 h~ J w 

(10) 

(11) 

Due to the thin thermal boundary layer, d2T/dr2 is much 
greater than dT/rdr. Thus, the second term on the right-hand 
side of equation (7) can be neglected. The steady-state 
convective-diffusion equation becomes 

where Ped = 2Ua/a is the Peclet number. Using the new 
variable 

4(2) 1/2 . f 

Pe„X Jo (sin 6)l 2d6 

and the similarity variable Z [15] 

z=^T 

(13) 

(14) 

the governing equation can be transformed into an ordinary 
differential equation 

#* 4 r*, dt n 

i*-+-r*-jz-=0 

Equation (15) can be integrated twice to obtain 

t(Z) = c3+c: i: dZ 

(15) 

(16) 

where the constants c2 and c3 are evaluated from the boundary 
conditions 

Therefore 

t = 0 at r = a 

t—l at r = b(ji~ootz~co) 

c 3 = 0 

/ r » - — z \ -1 
c2=(\e » dZ) 

(17) 

(18) 

(19) 

(20) 

The second boundary condition has been rewritten so that 
the stream function at the outer surface of the unit cell ap
proaches infinity. This is reasonable because the quantity 
(b — a) is always much greater than the thickness of the ther
mal boundary layer at high Peclet number conditions. Finally, 
the solution of the temperature profile is 

t=-
T—T 

J h I u> 

e-w*&dZ 

(9/4) I /3r(4/3) 

(21) 

It is interesting to notice that the temperature profile in equa
tion (21) is dependent upon /3 instead of the details of bundle 
geometry. This, in fact, originated from the application of the 
free surface model to the bundle as shown in Fig. 2. 

Nusselt Number. The local Nusselt number which is based 
on the tube diameter can be used to describe the heat transfer 

hd 
Nu„ = -

-k(dT/dr)\r= 

k (k/d)(Tw-Tb) 

Substituting equation (21) into equation (22) yields 

W 2 / re \ - 1 / 3 

(22) 

Nu„ 
(16PedX)1/3(sin 0)1 

r(4/3) 

• / C« \ - 1 / 3 

-(9 I (sin 6)l/2de) (23) 

698 / Vol. 108, AUGUST 1986 Transactions of the ASME 

Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



10 

10 

10 

1.0 

0.1 

Symbols 

o 

• 
A 
a 
A 

0 
a 

X 

+ 
+ 

Ret. 

[ 3 1 
[ 3 ] 
[ 2 ] 
[ 4 ] 
[ 5 ] 
[ 4 ] 

[ 3 ] 

C19] 

[19] 

[19] 

(m-) 
1.5-1.3 
1.5-1.5 

1.25-1.08 
1.25-1.25 
1.25-1.25 
1.76-0.88 

1 .77-0 .88 

1 . 7 7 - 0 . 8 8 

1 . 2 5 - 1 . 2 5 

1 .5 -1 .5 

Bundle 
Array 

S 
I 

S 
I 
S 
S 

S 

S 

I 

I 

Eq. ( 2 4 ) 

Eq. ( 2 5 ) 

_J ' I I I 1 H 

1.0 10 10 

Red X 

Fig. 3 Heat transfer in tube bundles at low Reynolds numbers and high 
Peclef numbers 

The average Nusselt number Nurf can be evaluated by in
tegrating the local Nusselt number around the tube. That gives 

Nud = 1.185Rey3X1/3Pr1/3 (24) 

The correction factor (ftfe/jO014 is applied here, similar to [2], 
to account for the effects of variable viscosity. Hence, equa
tion (24) gives an analytical relationship between the average 
heat transfer coefficient and Reynolds number for the tube 
bundles of any regular pattern of tube layout with the solidity 
(1//32) of the bundle as a parameter. 

Discussion 
The present heat transfer solution is restricted to the condi

tions of low Reynolds number (Rerf < 1) and high Peclet 
number (Ped > > 1). Figure 3 shows the comparison between 
the extrapolation of equation (24) and the data for bundles of 
various tube arrangements for Red less than 200. The data sets 
in which the natural convection is significant [16, 17] are ex
cluded in present comparison. It is noticed that the free sur
face model can not distinguish between inline and staggered 
tube bundles with the same solidity (S); however, the model is 
expected to be more appropriate for staggered bundles than 
for inline bundles as shown in Fig. 3. Equation (24) generally 
overpredicts the data because the Reynolds numbers of the 
data base are higher than the Reynolds numbers of creeping 
flow. The flow streams are likely to be asymmetric with 
respect to a plane which passes through the tube but is normal 
to the incoming streams. The analysis, based upon creeping 
flow and high Peclet number assumptions, gives symmetric 
streamlines and a thin thermal boundary layer, therefore, 
overpredicts the heat transfer. 

In order to fit the data base in this Reynolds number range, 
the constant in equation (24) is reduced. That gives 

Nurf = 0.83Rey3Pr1/3X1/3 (-^-) "^ (25) 

for Rerf < 200 and p/d < 2.0, where p represents the 
longitudinal pitch or transverse pitch regardless of inline or 
staggered array. As shown in Fig. 3, this semi-empirical cor
relation fits all the data within ± 30 percent. The solidity 
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(1/|32) of the bundle plays an important role in the heat 
transfer performance at low Reynolds number and high Peclet 
number conditions. Increasing the tube spacing or decreasing 
1//32 results in a lower heat transfer coefficient. 

In order to compare on a common basis, Whitaker's em
pirical correlation [12] was converted to a form similar to 
equation (25) 

Nurf = i.526Rei/3032 - l ) - 2 / 3 Pr ' 1/ to V (26) 

Equations (26) and (25) are compared with experimental data 
in Fig. 4 for the effects of 01. Both equations show the ten
dency of decreasing heat transfer coefficient with decreasing 
solidity (S = l/(32) of the bundles. The present semi-empirical 
correlation, equation (25), is comparable with the empirical 
correlation of Whitaker's. However, the present analysis pro
vides a theoretical foundation to the application of these 
formulations. 

Equation (25) has also been compared with the correlation 
in [1]. Present semi-empirical correlation appears to be able to 
predict the bundles data at low Reynolds numbers (Rerf < 
200) better than [1]. 

It should be mentioned here that the free surface model was 
successfully used for predicting pressure drop and heat 
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transfer in packed beds only in the range of voidage of 0.25 to 
0.8 and at low Reynolds numbers [13, 14]. Similar restrictions 
may also be applicable to the tube bundles at crossflow. When 
the voidage is higher than 0.8 the prediction of creeping flow 
will deviate from the real situation seriously at 1 <Rerf < 200. 
The miscounted inertial effects in the wide opened space be
tween tubes becomes significant. To illustrate this restriction, 
the heat transfer data of single tubes [8, 16, 18] are plotted in 
Fig. 5. The prediction of the present correlation in equation 
(25) gives good agreement when the pitch-to-diameter ratio is 
set at 2.0. When p/d is 2.0, the voidage is 0.8 in the bundle, 
and the fluid flow and heat transfer are very close to those of a 
single tube in infinite space. Therefore, as shown in Fig. 4, the 
present prediction will be suitable for (32 < 5.1 (orp/d < 2.0). 
Beyond this, the prediction will come from setting /32 = 5.1 in 
equation (25). Thus 

Nud = 0.91Re°-6Pr1/3(Mfc//xw)014 (27) 

for Rerf < 200 and p/d > 2.0. This equation fits the data of 
single tubes within ± 30 percent. 

Conclusions 

At very low Reynolds numbers, the flow field can be ap
proximated by the free surface model, together with a creeping 
flow approximation. Under conditions of high Peclet number, 
the average Nusselt number on a tube in a bundle is derived. 
Compared with the existing heat transfer data in the range of 
Rerf < 200 and pitch-to-diameter ratios less than 2.0, a slightly 
modified correlation as shown in equation (25) is proposed 
which fits the data within ± 30 percent. For bundles with p/d 
> 2.0 and at Red < 200, the heat transfer on a tube in a bun
dle is similar to the heat transfer of a single tube in an infinite 
pool. Therefore, the correlation in equation (27) is proposed 
which also fits the data within ± 30 percent. 
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Multidimensional Modeling of the Decay of Angular 
Momentum and Internal Energy in a Constant Volume 
Cylindrical Vessel 

Q. C. Wang1 and C. R. Ferguson2 

Introduction 
Heat loss and angular momentum decay in a constant 

volume cylindrical vessel is of interest because the flow has 
features similar to flows in internal combustion engines. The 
relationship of the ideal experiment to the more practical case 
is analogous to the relation between a flat plate and an airfoil. 

A particularly noteworthy study is described by Dyer [1] 
wherein combustion is emphasized rather than heat transfer. 
The objective of his work, which is continuing at the Sandia 
National Laboratories in California, "is to provide a com
prehensive set of simplified, well diagnosed experiments which 
can provide a critical validation of computer models." To this 
end he has measured the pressure and temperature, velocity 
and turbulence profiles in an unsteady, swirling flow bounded 
by a cylinder. Cloutman [2] input data at time zero as initial 
conditions to a computer program and the predicted evolution 
of velocity thereafter compared favorably with the 
measurements. As a study of heat transfer was not an explicit 
purpose of the research not all the data were presented nor 
were they analyzed to give the time-resolved heat loss from the 
flow. 

We have extended the work of Cloutman [2] to realize not 
only a good match with the velocity field but also with the 
temperature field. The most important change we made was to 
change a constant employed in the law of the wall heat 
transfer analogy. Other differences include use of an im
proved subgrid scale turbulence model, extension of the time 
domain in the computations by a factor of two to more 
critically evaluate the model predictions, and a more com
prehensive presentation and analysis of the computed results. 

The KIVA code was developed at the Los Alamos National 
Laboratory for simulating two and three-dimensional flows in 
internal combustion engines [3]. In this note, we will discuss 
the methods used in KIVA only in terms of the user-specified 
constants. The governing equations and numerical methods 
used are discussed at length in the report by Amsden et al. [4]. 

Model Validation. The turbulence model used is a subgrid 
scale model which, unlike the KIVA code's predecessor CON
CHAS, achieves closure with a transport equation for the tur
bulent kinetic energy q. The eddy viscosity vT is assumed to be 

vT=AqxnL (1) 

where L is a characteristic length of the computational cell and 
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transfer in packed beds only in the range of voidage of 0.25 to 
0.8 and at low Reynolds numbers [13, 14]. Similar restrictions 
may also be applicable to the tube bundles at crossflow. When 
the voidage is higher than 0.8 the prediction of creeping flow 
will deviate from the real situation seriously at 1 <Rerf < 200. 
The miscounted inertial effects in the wide opened space be
tween tubes becomes significant. To illustrate this restriction, 
the heat transfer data of single tubes [8, 16, 18] are plotted in 
Fig. 5. The prediction of the present correlation in equation 
(25) gives good agreement when the pitch-to-diameter ratio is 
set at 2.0. When p/d is 2.0, the voidage is 0.8 in the bundle, 
and the fluid flow and heat transfer are very close to those of a 
single tube in infinite space. Therefore, as shown in Fig. 4, the 
present prediction will be suitable for (32 < 5.1 (orp/d < 2.0). 
Beyond this, the prediction will come from setting /32 = 5.1 in 
equation (25). Thus 

Nud = 0.91Re°-6Pr1/3(Mfc//xw)014 (27) 

for Rerf < 200 and p/d > 2.0. This equation fits the data of 
single tubes within ± 30 percent. 

Conclusions 

At very low Reynolds numbers, the flow field can be ap
proximated by the free surface model, together with a creeping 
flow approximation. Under conditions of high Peclet number, 
the average Nusselt number on a tube in a bundle is derived. 
Compared with the existing heat transfer data in the range of 
Rerf < 200 and pitch-to-diameter ratios less than 2.0, a slightly 
modified correlation as shown in equation (25) is proposed 
which fits the data within ± 30 percent. For bundles with p/d 
> 2.0 and at Red < 200, the heat transfer on a tube in a bun
dle is similar to the heat transfer of a single tube in an infinite 
pool. Therefore, the correlation in equation (27) is proposed 
which also fits the data within ± 30 percent. 
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Multidimensional Modeling of the Decay of Angular 
Momentum and Internal Energy in a Constant Volume 
Cylindrical Vessel 

Q. C. Wang1 and C. R. Ferguson2 

Introduction 
Heat loss and angular momentum decay in a constant 

volume cylindrical vessel is of interest because the flow has 
features similar to flows in internal combustion engines. The 
relationship of the ideal experiment to the more practical case 
is analogous to the relation between a flat plate and an airfoil. 

A particularly noteworthy study is described by Dyer [1] 
wherein combustion is emphasized rather than heat transfer. 
The objective of his work, which is continuing at the Sandia 
National Laboratories in California, "is to provide a com
prehensive set of simplified, well diagnosed experiments which 
can provide a critical validation of computer models." To this 
end he has measured the pressure and temperature, velocity 
and turbulence profiles in an unsteady, swirling flow bounded 
by a cylinder. Cloutman [2] input data at time zero as initial 
conditions to a computer program and the predicted evolution 
of velocity thereafter compared favorably with the 
measurements. As a study of heat transfer was not an explicit 
purpose of the research not all the data were presented nor 
were they analyzed to give the time-resolved heat loss from the 
flow. 

We have extended the work of Cloutman [2] to realize not 
only a good match with the velocity field but also with the 
temperature field. The most important change we made was to 
change a constant employed in the law of the wall heat 
transfer analogy. Other differences include use of an im
proved subgrid scale turbulence model, extension of the time 
domain in the computations by a factor of two to more 
critically evaluate the model predictions, and a more com
prehensive presentation and analysis of the computed results. 

The KIVA code was developed at the Los Alamos National 
Laboratory for simulating two and three-dimensional flows in 
internal combustion engines [3]. In this note, we will discuss 
the methods used in KIVA only in terms of the user-specified 
constants. The governing equations and numerical methods 
used are discussed at length in the report by Amsden et al. [4]. 

Model Validation. The turbulence model used is a subgrid 
scale model which, unlike the KIVA code's predecessor CON
CHAS, achieves closure with a transport equation for the tur
bulent kinetic energy q. The eddy viscosity vT is assumed to be 

vT=AqxnL (1) 

where L is a characteristic length of the computational cell and 
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Fig. 1 Computation grid used to model swirling flow in a right circular 
cylinder. While the modeling could have assumed symmetry about the 
line A-A, a full solution was obtained to verify that solution was in fact 
symmetric. 

Fig. 2 Measured and computed swirl velocity at the midplane. The ex
perimental data in this and all subsequent plots are from Dyer [1]. 

A is a constant that should be 0.05 if the model in the steady 
state is to reduce to the algebraic model described by Dear-
dorff [5]. In our case the algorithm used for L reduces to L = 
2AZ. We found that to match the decaying swirl velocity as 
measured by Dyer [1] required that A = 0.08. 

The boundary conditions employed are a modified law of 
the wall treatment wherein a velocity profile is assumed be
tween the wall and the first vertex. Matching that profile to the 
tangential velocity (relative to the wall at that point) fixes the 
shear stress which is then imposed as the boundary condition. 
The thermal boundary layer is accounted for in a similar way. 
For more detail and treatment of kinetic energy dissipation by 
the wall the reader is referred to the report by Amsden et al. 
[4]. 

Figure 1 shows the two-dimensional grid we used. It was 
discovered that for a stable solution near the wall a finer grid 
was needed. However, in the KIVA code truncation errors will 
result from the interpolations used in differencing when a 
nonuniform grid is employed [6]; to minimize such errors the 
grid is not changed suddenly but is, instead, changed 
gradually. 

The swirl velocity as a function of radius is shown in Fig. 2. 
The symbols denote experimental data of Dyer [1] and the 
solid curves are the computed results. There is perfect agree
ment between the data and the computation at time zero as the 
data were used for initial conditions. There is a slight 
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Fig. 3 Measured and computed turbulence at the midplane 

discrepancy in the shape of the curves. The experimental data 
suggest the maximum velocity occus at radial locations near 
R/R0 = 3/8 and moves slightly inward as time progresses. 
The computed maximum is closer to R/R0 = 1/2 and the 
curve is flatter in its vicinity than was the experimental data in 
the vicinity of its maximum. 

The calculation predicts no axial variation in the swirl 
velocity. The experimental half-radius velocity is decaying 
faster than the model predicts. Indeed we feel that choosing A 
= 0.09 might yield better results. The fitting of constants 
proved to be an expensive proposition so we did not get to try 
A = 0.09. 

The radial distribution in the turbulent intensity at the 
midplane is shown in Fig. 3. We assumed at time zero that all 
of the turbulent kinetic energy was confined to scales smaller 
than the grid. The agreement between the experimental data 
and the calculated results is as good as can be hoped for. The 
turbulence can neither be measured nor calculated with the 
same precision as the mean flow. One conclusion that can be 
drawn from the calculation is that the turbulence quickly 
relaxes to a quasi-steady state and that at time zero it was 
probably in a quasi-steady state. The sudden change 
calculated between time zero and 50 ms later is an artifice due 
to the fact that had the calculation been able to start any 
earlier in the process it would have been predicting lower 
values at time zero. 

To check the assumption that all the turbulence is confined 
to scales within the grid we plotted the calculated half-radius 
velocity as a function of time. The curve is smooth showing 
that the calculation is resolving none of the turbulence; 
therefore the comparison made in Fig. 3 is a fair one. 

Before discussing the temperature field a comment on the 
initial conditions is in order. The experimental data set used 
did not include measurements of the radial or the axial 
velocities and they were assumed zero in the initial conditions. 
Approximately 2 ms later a small radial flow had established 
itself in the computations. The axial temperature distribution 
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Fig. 4 Measured and computed gas temperature at the midplane 
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Fig. 5 Measured and computed gas temperature at the half-radius 
point 

at time zero was assumed independent of radial position. Due 
to experimental error and incomplete knowledge of the initial 
state, the initial conditions actually used do not necessarily 
satisfy all the conservation equations. As a result the calcula
tion has to be started with a very small time step to be stable. 
Using an interpolated donor cell differencing scheme (AO = 
0.0, BO = 1.0 in the KIVA code) we had to cut the stability 
criterion on the time step by an order of magnitude (DTFC = 
0.008 instead of DTFC = 0.10). As time progressed this could 
be relaxed and once 20 ms had elapsed the criterion was back 
to normal. 

The temperature field is shown in Figs. 4 and 5. These 
results are for a turbulent Prandtl number of P r r = 0.9 but 
with a multiplying constant in the boundary layer model 
changed from 1.125 to 3.0. Our boundary condition for the 
heat flux is then 

Jw = 3.o(-^)cp(.T-Tw) (2) 

where T is the temperature at the first grid point, T is the wall 
shear stress, and [/is the tangential gas speed at the location of 
T. 

Implicit in equation (2) is the Reynolds analogy between 
heat and momentum transfer. It is only as valid as the 

boundary layer equations which require that the Prandtl 
number be of order unity and the pressure gradient be small. 
The modification proposed is attributed to the approximate 
nature of the analogy in this flow although we cannot dismiss 
the possibility that we may not have achieved a grid indepen
dent solution and it is accounting for this fact. 

The heat transfer modeling needs more work. Diwakar [7] 
varied the turbulent Prandtl number to force agreement be
tween measured and computed heat losses. Unfortunately 
he had to use a different value depending upon whether or 
not the flow was reacting. In our case we chose to modify a 
constant in the wall expression although we may have been 
able to effect an equally viable agreement by lowering the tur
bulent Prandtl number. A more critical experiment is needed 
wherein not only the flow parameters reported here are 
measured but also the heat flux distribution on the walls. 

Global Correlations. As this is a constant volume system, 
the energy decay is due solely to heat loss Qt. Neglecting 
kinetic energy, we can write 

dE 

-ir-Q> (3) 

The pressure in the bomb is nearly uniform, which allows us to 
define at any time a mass average temperature according to 

PV=mRT (4) 

Using that mass-averaged temperature to define a heat 
transfer coefficient by 

Q, = hA(T-Tw) (5) 

we scaled the calculated results dimensionlessly to look for a 
correlation between the total instantaneous Nusselt number 
and a Reynolds number. In terms of a characteristic length 
and velocity defined by 

1=V/A (6) 

we found that 

U=U(r,z)\t.0 
r = R0/2 

Nu = 0.54Re05 

(7) 

(8) 

correlated the results very well. In this correlation all gas 
properties are evaluated at the mass-averaged temperature. 

We also correlated the angular momentum Q and kinetic 
energy KE of the flow and found 

UU * - = 0.034Re0-3 ( 9 ) 
Q dt 

l/U dKE 

KE dt 
= 4.3Re~ (10) 

The exponents in these correlations are valid only within about 
±0.1 . Further we believe the exponent on the Reynolds 
number is biased slightly low and the Nusselt numbers are 
slightly high due to our not optimizing the user constants but 
only getting them close. We observed in the baseline calcula
tions a slope slightly greater than one. Had we used 2.7 instead 
of 3 in equation (2) and A = 0.09 in equation (1) the exponent 
would be closer to 0.7 and the other exponents would hardly 
change. A value of 0.7 would be consistent with a prediction 
based on equation (9) and employment of the Reynolds' 
analogy which in this case would be 

l/U dQ 
Nu = cRe — — (11) 

fi dt 

where c is a constant which includes the Prandtl number and is 
essentially the constant adjusted in equation (2). 

Finally, with respect to these exponents, if both the 
velocities characterizing angular momentum and kinetic 
energy each scaled perfectly linearly with the half-radius 
velocity, then the exponents in equations (9) and (10) on the 

702/Vol. 108, AUGUST 1986 Transactions of the ASME 

Downloaded 17 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Reynolds number should be equal. That they are not is partly 
error and partly due to less-than-perfect correlation with the 
half-radius velocity. 
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Heat Transfer From Circular Tubes in a Semi-infinite 
Medium 

R. V. Arimilli,1'2 M. Parang,12 and P. R. Surapaneni1-3 

Introduction 

The use of buried utility lines for mass or energy transport is 
commonly encountered in various applications such as heat 
transfer from ground-coupled heat exchanger tubes [1], buried 
electrical power cables, and buried pipelines for the transpor
tation of fluids involving thermal effects. 

Boundary integral methods have been applied very suc
cessfully to problems governed by the Laplace equation. From 
an engineering point of view, in many problems only the solu
tion on the boundary is of interest. The boundary integral 
method is well suited for such problems. For problems with 
circular interior boundaries, Barone and Caulk [2] have 
developed a special method in which the integrals around the 
circular boundaries were evaluated analytically. Using that 
method Arimilli and Parang [1] solved the problem of two 
parallel underground tubes each at the same constant surface 
temperature with convective boundary conditions at the sur
face of the half space. 

In this note the results of a two-dimensional analysis based 
on the method of Barone and Caulk [2] are presented for 
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steady heat transfer from a set of parallel tubes of arbitrary 
diameters and positions, located in a semi-infinite medium of 
uniform thermal conductivity k. Each of the tubes is con
sidered to be at a uniform surface temperature, and the plane 
surface is assumed to be exposed to a specified uniform con
vective condition. At the far field, temperature in the semi-
infinite medium is uniform and equal to the temperature of 
the convective medium Ta. The general nature of this analysis 
makes it applicable to many problems of this type. 

In this method, the outward normal derivative of 
temperature q around each ath hole is expanded in the follow
ing harmonic-series form involving zeroth- and first-order 
terms 

<t = <7o + <7? s i n 6" + Q.2 c o s 0" 
where 

QS«* 
Vo 2iraak(TR-Ta) 

Here q is dimensionless, Qg is the rate of heat transfer per unit 
length from around the ath tube of radius aa, TR is the 
temperature of the reference tube surface, and aR is the radius 
of the reference tube. The details of this formulation and the 
general computer program developed for the analysis may be 
found in [3]. 

Results and Discussion 

The accuracy of the method is established by a comparison 
of the heat transfer results from the present analysis with those 
of the exact solution for the problem of a single tube in a semi-
infinite medium with its plane surface maintained at a uniform 
temperature. In the analysis a Biot number (Bi = haR/k) of 
105 is used in order to change the plane surface condition from 
convection to an effectively constant temperature case. The 
solution temperature distribution on the plane surface and the 
tube heat transfer were each found to be within one percent of 
the exact solution. 

Three problems of interest were solved numerically using 
the present method. The first problem considered and solved 
is the problem of heat transfer from an array of n horizontal, 
equal-diameter tubes located at a depth D below the convec
tion boundary. All the tubes are assumed for simplicity to 
have identical constant temperature TR and equal spacing 2s. 

Figures 1 and 2 represent the zeroth order (q0s) and first 
order (qls) solution of the normal derivative of temperature at 
tube surface for a single tube case (n= 1). The second coeffi
cient of expansion q^ is identically zero for the n = 1 case due 
to vertical symmetry in the problem. The results for q0s and 
qls are plotted as a function of Biot number and depth D/a. It 
is observed that, in general, both q0 and qx decrease with 
decreasing Biot number and increasing depth. The values of 
q0s are at least one order of magnitude higher than those of 
qls. It is also observed that changes in heat transfer at the con
vection boundary have progressively smaller effects with in
creasing depth as expected. 

Figure 3 shows the results for qQ for the n = 1 through n = 8 
tubes. In all these cases, Bi = 0.5 and Is/a = 5.0 were taken 
as typical values encountered in buried heat exchanger tubes. 
Also the sum of q0 for n tubes in each case is normalized with 
respect to n times the heat transfer from a single tube at the 
same conditions (nq0s). These normalized values of total q0 

are presented as a function of D/a. The results show the same 
qualitative behavior as the single-tube case. However, it is 
clearly observed that increasing the number of tubes gives a 
progressively decreasing value for the normalized q0 which is 
to be expected since the middle tubes in an array have a 
significantly lower heat transfer rate than the tubes located at 
the outer regions of the array. The qx and q2 results may be 
found in [3, 4]. 

The second problem was chosen to illustrate the effect of 
variation of tube diameter on heat transfer rates. The two sub-
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Reynolds number should be equal. That they are not is partly 
error and partly due to less-than-perfect correlation with the 
half-radius velocity. 
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The use of buried utility lines for mass or energy transport is 
commonly encountered in various applications such as heat 
transfer from ground-coupled heat exchanger tubes [1], buried 
electrical power cables, and buried pipelines for the transpor
tation of fluids involving thermal effects. 

Boundary integral methods have been applied very suc
cessfully to problems governed by the Laplace equation. From 
an engineering point of view, in many problems only the solu
tion on the boundary is of interest. The boundary integral 
method is well suited for such problems. For problems with 
circular interior boundaries, Barone and Caulk [2] have 
developed a special method in which the integrals around the 
circular boundaries were evaluated analytically. Using that 
method Arimilli and Parang [1] solved the problem of two 
parallel underground tubes each at the same constant surface 
temperature with convective boundary conditions at the sur
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In this note the results of a two-dimensional analysis based 
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steady heat transfer from a set of parallel tubes of arbitrary 
diameters and positions, located in a semi-infinite medium of 
uniform thermal conductivity k. Each of the tubes is con
sidered to be at a uniform surface temperature, and the plane 
surface is assumed to be exposed to a specified uniform con
vective condition. At the far field, temperature in the semi-
infinite medium is uniform and equal to the temperature of 
the convective medium Ta. The general nature of this analysis 
makes it applicable to many problems of this type. 

In this method, the outward normal derivative of 
temperature q around each ath hole is expanded in the follow
ing harmonic-series form involving zeroth- and first-order 
terms 

<t = <7o + <7? s i n 6" + Q.2 c o s 0" 
where 

QS«* 
Vo 2iraak(TR-Ta) 

Here q is dimensionless, Qg is the rate of heat transfer per unit 
length from around the ath tube of radius aa, TR is the 
temperature of the reference tube surface, and aR is the radius 
of the reference tube. The details of this formulation and the 
general computer program developed for the analysis may be 
found in [3]. 

Results and Discussion 

The accuracy of the method is established by a comparison 
of the heat transfer results from the present analysis with those 
of the exact solution for the problem of a single tube in a semi-
infinite medium with its plane surface maintained at a uniform 
temperature. In the analysis a Biot number (Bi = haR/k) of 
105 is used in order to change the plane surface condition from 
convection to an effectively constant temperature case. The 
solution temperature distribution on the plane surface and the 
tube heat transfer were each found to be within one percent of 
the exact solution. 

Three problems of interest were solved numerically using 
the present method. The first problem considered and solved 
is the problem of heat transfer from an array of n horizontal, 
equal-diameter tubes located at a depth D below the convec
tion boundary. All the tubes are assumed for simplicity to 
have identical constant temperature TR and equal spacing 2s. 

Figures 1 and 2 represent the zeroth order (q0s) and first 
order (qls) solution of the normal derivative of temperature at 
tube surface for a single tube case (n= 1). The second coeffi
cient of expansion q^ is identically zero for the n = 1 case due 
to vertical symmetry in the problem. The results for q0s and 
qls are plotted as a function of Biot number and depth D/a. It 
is observed that, in general, both q0 and qx decrease with 
decreasing Biot number and increasing depth. The values of 
q0s are at least one order of magnitude higher than those of 
qls. It is also observed that changes in heat transfer at the con
vection boundary have progressively smaller effects with in
creasing depth as expected. 

Figure 3 shows the results for qQ for the n = 1 through n = 8 
tubes. In all these cases, Bi = 0.5 and Is/a = 5.0 were taken 
as typical values encountered in buried heat exchanger tubes. 
Also the sum of q0 for n tubes in each case is normalized with 
respect to n times the heat transfer from a single tube at the 
same conditions (nq0s). These normalized values of total q0 

are presented as a function of D/a. The results show the same 
qualitative behavior as the single-tube case. However, it is 
clearly observed that increasing the number of tubes gives a 
progressively decreasing value for the normalized q0 which is 
to be expected since the middle tubes in an array have a 
significantly lower heat transfer rate than the tubes located at 
the outer regions of the array. The qx and q2 results may be 
found in [3, 4]. 

The second problem was chosen to illustrate the effect of 
variation of tube diameter on heat transfer rates. The two sub-
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Fig. 1 Variation of q0 with nondimensional depth at different Biot 
numbers for a single tube in a semi-infinite medium 
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Fig. 2 Variation of q 1 with nondimensional depth at different Biot 
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Fig. 3 Variation of normalized total value of q0 with nondimensional 
depth for n uniformly spaced tubes in a row (Bi = 0.5, 2s/a = 5.0) 

problems presented in Figs. 4(a) and 4(b) were considered. 
Here the total heat transfer rate from a set of four constant-
diameter tubes as shown in Fig. 4(a) was compared to the total 
heat transfer rate from a set of four tubes illustrated in Fig. 
4(b). The tube surface temperatures, spacing, and average 
depth in both cases are assumed equal, but the tube diameters 
are taken to be different in the two cases as shown. Here all 
length scales were nondimensionalized with respect to the tube 
radius in Fig. 4(a). The results for q0, qx, and q2 are presented 
in Table 1 for tubes numbered 1, 3, 5, and 7. The symmetry 
condition can be readily used to obtain the values for tubes 
marked 2, 4, 6, and 8. The results indicate larger total values 
of q0 in the arrangement of Fig. 4(b) relative to that in Fig. 
4(a). However, it should be noted that the large values of q0 

(which is a nondimensional surface temperature gradient)'at 

Table 1 Results for q0, q-\, and q2, for various tubes in configurations 
shown in Figs. 4(a) and 4(b) 

Tube No. 
a 

1 

3 

5 

7 

m 

50.Q 

100.0 

33.33 

66.67 

Diameter 
tea/amax) 

1.0 

1.0 

0.33 

1.0 

% 

0.1099 

0.0831 

0.2649 

0.0804 

q , 

0.0137 

-0.0033 

0.0192 

-0.0032 

<h 

0.0291 

0.0223 

0.0353 

0.0313 

convective boundary (Bi = 0.5) 

(a) 

convective boundary (Bi = 0.5) 

Fig. 4 Sketch of the problems considered (for comparative evaluation 
of q 0 , q^, and q2 for two tube arrangements) are shown in (a) with 
2s/amax = 7.5, and a i = a2 = a3 = a4 

2s/a„ 5, a7 = a„ = a m a x , a n d a 5 = a6 

a and in (b) with 
„/3 

0.60 

50 60 80 100 

D/a 

Fig. 5 Variation of total q0 with nondimensional depth for configura
tions (a) and (6) shown (Bi = 0.5, 2s/a = 5.0) 
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tubes 5 and 6 do not imply higher heat transfer rates at these 
tubes since qQ is scaled with tube diameters. 

The third problem was selected to illustrate the effect of ar
rangement of tube arrays on the heat transfer rates. The 
problems shown in the insets of Fig. 5 were considered. Here 
all tubes were assumed to have same diameter, surface 
temperature, and spacing. However, the total heat, transfer 
rate of a horizontal array of six tubes (inset a) was compared 
to that of two arrays of three tubes (inset b). The average 
depth in the second case (b) was kept the same as the depth of 
the single array case (a). The results for total values of q0 are 
presented as a function of nondimensional depth D/a in Fig. 
5. The results clearly indicate the advantage of single array ar
rangement at all depths in maximizing total heat transfer rates 
(approximately 10 percent increase in total heat transfer 
rates). It is also observed that increasing depth results in lower 
heat transfer rates. This trend is consistent with the results ob
tained for all other tube configurations discussed in this note, 
as well as those reported in [3]. 

Conclusions 

A numerical model based on the boundary integral method 
was used for the analysis of steady-state, two-dimensional 
conduction heat transfer from isothermal, circular tubes in a 
semi-infinite medium. Using a model problem with a known 
closed-form solution, the error of the numerical model was 
found to be less than one percent. The high accuracy of the 
results and the efficiency associated with the boundary in
tegral method makes the model presented a highly useful tool 
in solving the class of problems discussed. 
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Introduction 
Experimental determination of the thermal conductivity of 

soil is required for the design of a number of engineering 
schemes. Of the various methods available the thermal con
ductivity probe has established itself as one of the most widely 
used techniques. It offers the user the advantage of rapid 
determination of the soil's property, both in the laboratory 
and in the field. 
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The mode of operation of the probe is related to the 
theoretical basis upon which the results are analyzed. As the 
probe is heated, the rate at which the temperature of the probe 
rises is a function, among other factors, of the thermal con
ductivity of the soil. A theoretical solution to the problem has 
been given by Blackwell [1] who showed that at sufficiently 
long periods of time the temperature response of the probe 
will be linear, when plotted as a function of natural logarithm 
of time. This fact is used to advantage in the operation of the 
test, the analysis of the collected data being delayed until this 
linearity condition is achieved. 

Real probes differ from theoretical solutions in that a 
number of sources of error can arise. These include, for exam
ple, fluctuations in the power source [2], edge effects because 
the sample being tested is too small [3], deviations from radial 
flow because the length of the probe [4] is too small, and 
moisture migration effects [5]. Notwithstanding the potential 
importance of all these sources a further error can arise if 
temperature measurements take place before the linearity con
dition is achieved. This is an error related to purely theoretical 
considerations and in order to limit the overall error in the 
final measurement is it clearly necessary to ensure that the 
operation of the probe in practice matches the theoretical basis 
as closely as possible. 

The purpose of this technical note is to examine the impor
tance of this error and to show the relationship between 
measurement time and error levels. An analysis of the same 
problem has previously been given by Hartley and Black [6]. 
Guidelines were given as to the minimum required measure
ment time. Unfortunately the analysis presented is in error and 
consequently the guidelines presented are incorrect. It is the 
purpose of this technical note to re-assess this problem and 
present new correct guidelines. 

Analysis 
Retaining the same nomenclature as used by Hartley and 

Black, Blackwell's solution for the long-time response of the 
probe can be written as 

Q ( 2 1 
6(t)=—^— ln4Fo-"y + — + 

4TTA:2 (- ' Bi 2Fo 

x [ l n 4 F o - 7 + l - 0 ( l n 4 F o - 7 + ^ r ) ] + o ( - ^ - ) ] (1) 

where 6 is the temperature rise of the probe above the ambient 
temprature of the soil, t is the time, k2 is the thermal conduc
tivity of the soil, Q is the rate of heat input to the probe per 
unit length of probe, and y is Euler's constant, 0.5772. 

It can be seen that the temperature response of the probe is a 
function of the variables, the Fourier number Fo, the Biot 
number Bi, and <j>. These parameters are defined by 

Fo = a2t/b
2 (2) 

m = bh/k2 (3) 

<P = l(kla2/k2al)]H-(a/b)2} (4) 

k\ is the thermal conductivity of the probe material, CY, and a2 

are the thermal diffusivities of the probe material and the soil, 
respectively, a and b are the inside and outside radii of the 
thermal probe, and h is the thermal conductance at the 
soil-probe interface. In physical terms this means that the 
temperature response is considered to be a function of the 
duration of the test, the probe/soil thermal contact resistance 
and the heat capacity of the probe relative to the heat capacity 
of the soil. 

It can be seen that since equation (1) contains terms in in
verse powers of Fo, at large values of Fo the expression 
degenerates to a linear relationship between 6(t) and In Fo. 

To evaluate the significance of the error if the linearity con
dition is not achieved, Hartley and Black differentiated equa-
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tubes 5 and 6 do not imply higher heat transfer rates at these 
tubes since qQ is scaled with tube diameters. 

The third problem was selected to illustrate the effect of ar
rangement of tube arrays on the heat transfer rates. The 
problems shown in the insets of Fig. 5 were considered. Here 
all tubes were assumed to have same diameter, surface 
temperature, and spacing. However, the total heat, transfer 
rate of a horizontal array of six tubes (inset a) was compared 
to that of two arrays of three tubes (inset b). The average 
depth in the second case (b) was kept the same as the depth of 
the single array case (a). The results for total values of q0 are 
presented as a function of nondimensional depth D/a in Fig. 
5. The results clearly indicate the advantage of single array ar
rangement at all depths in maximizing total heat transfer rates 
(approximately 10 percent increase in total heat transfer 
rates). It is also observed that increasing depth results in lower 
heat transfer rates. This trend is consistent with the results ob
tained for all other tube configurations discussed in this note, 
as well as those reported in [3]. 

Conclusions 

A numerical model based on the boundary integral method 
was used for the analysis of steady-state, two-dimensional 
conduction heat transfer from isothermal, circular tubes in a 
semi-infinite medium. Using a model problem with a known 
closed-form solution, the error of the numerical model was 
found to be less than one percent. The high accuracy of the 
results and the efficiency associated with the boundary in
tegral method makes the model presented a highly useful tool 
in solving the class of problems discussed. 
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The mode of operation of the probe is related to the 
theoretical basis upon which the results are analyzed. As the 
probe is heated, the rate at which the temperature of the probe 
rises is a function, among other factors, of the thermal con
ductivity of the soil. A theoretical solution to the problem has 
been given by Blackwell [1] who showed that at sufficiently 
long periods of time the temperature response of the probe 
will be linear, when plotted as a function of natural logarithm 
of time. This fact is used to advantage in the operation of the 
test, the analysis of the collected data being delayed until this 
linearity condition is achieved. 

Real probes differ from theoretical solutions in that a 
number of sources of error can arise. These include, for exam
ple, fluctuations in the power source [2], edge effects because 
the sample being tested is too small [3], deviations from radial 
flow because the length of the probe [4] is too small, and 
moisture migration effects [5]. Notwithstanding the potential 
importance of all these sources a further error can arise if 
temperature measurements take place before the linearity con
dition is achieved. This is an error related to purely theoretical 
considerations and in order to limit the overall error in the 
final measurement is it clearly necessary to ensure that the 
operation of the probe in practice matches the theoretical basis 
as closely as possible. 

The purpose of this technical note is to examine the impor
tance of this error and to show the relationship between 
measurement time and error levels. An analysis of the same 
problem has previously been given by Hartley and Black [6]. 
Guidelines were given as to the minimum required measure
ment time. Unfortunately the analysis presented is in error and 
consequently the guidelines presented are incorrect. It is the 
purpose of this technical note to re-assess this problem and 
present new correct guidelines. 

Analysis 
Retaining the same nomenclature as used by Hartley and 

Black, Blackwell's solution for the long-time response of the 
probe can be written as 

Q ( 2 1 
6(t)=—^— ln4Fo-"y + — + 

4TTA:2 (- ' Bi 2Fo 

x [ l n 4 F o - 7 + l - 0 ( l n 4 F o - 7 + ^ r ) ] + o ( - ^ - ) ] (1) 

where 6 is the temperature rise of the probe above the ambient 
temprature of the soil, t is the time, k2 is the thermal conduc
tivity of the soil, Q is the rate of heat input to the probe per 
unit length of probe, and y is Euler's constant, 0.5772. 

It can be seen that the temperature response of the probe is a 
function of the variables, the Fourier number Fo, the Biot 
number Bi, and <j>. These parameters are defined by 

Fo = a2t/b
2 (2) 

m = bh/k2 (3) 

<P = l(kla2/k2al)]H-(a/b)2} (4) 

k\ is the thermal conductivity of the probe material, CY, and a2 

are the thermal diffusivities of the probe material and the soil, 
respectively, a and b are the inside and outside radii of the 
thermal probe, and h is the thermal conductance at the 
soil-probe interface. In physical terms this means that the 
temperature response is considered to be a function of the 
duration of the test, the probe/soil thermal contact resistance 
and the heat capacity of the probe relative to the heat capacity 
of the soil. 

It can be seen that since equation (1) contains terms in in
verse powers of Fo, at large values of Fo the expression 
degenerates to a linear relationship between 6(t) and In Fo. 

To evaluate the significance of the error if the linearity con
dition is not achieved, Hartley and Black differentiated equa-
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Fig. 1 Schematic of probe 
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Fig. 2 Variation in the value of 6 as a function of the initial Fourier 
number for various values of the probe design parameter 0, for the case 
of perfect thermal contact 

tion (1) with respect to In Fo. Following their procedure we 
obtain 

- ( • 

4wk-,d\ 

din Fo V Q 
• • ! + -

2Fo 
( l -0)(7-ln4Fo)-</> + 

20 

Bi 

(5) 

This differs from Hartley and Black's expression (their 
equation (8)). They appear to have differentiated equation (1) 
incorrectly and this represents the source of the error in their 
paper. 

Rewriting (5) as 

d (4irk2d 

din Fo V Q ) -
1+6 (6) 

5 represents the fractional measurement error in \/k2. 
Hartley and Black present a set of curves showing the varia

tion of d as a function of Fo,, the Fourier number at which in
itial readings are to be taken. The curves are in the main ap
plicable to the case of perfect thermal contact between the 
probe and the soil, that is Bi = 00. Various relationships are 
presented for various values of <f>. These have been reworked 
using the correct expression (5) to produce the curves shown in 
Fig. 2. 

It can be seen that the value of the error varies considerably 

4 0 SO 60 7080SOIOO 

Fig. 3 Variation in the value of & as a function of the initial Fourier 
number showing the effect of thermal contact resistance 

at any particular time depending on the value of </>. It is 
generally considered that high probe heat capacity causes ex
cessively long initial transient times [7]. This effect is il
lustrated clearly in Fig. 2 for 4> values of 1.5, 1.8, and 2.0, for 
example. As the value of 4> increases the absolute value of the 
error 8, within the time range of interest, also increases. Con
sequently the time required for the error level to decay to an 
acceptable level is increased. 

However, the picture is more complex than hitherto reveal
ed. At <j> values of 0.75, 1.00, and 1.25 an increase in the value 
of 4>, signifying an increase in the probe's heat capacity, 
reduces initial transient times. The error incurred at any par
ticular time is lower for higher values of 4>. 

These two effects are interesting because an optimum value 
of 4> appears to produce heat transfer rates which actually 
counteract the error introduced from the theoretical formula
tion. This pattern was not revealed in Hartley and Black's 
curves because of the error that had been incurred. 

The curves in Fig. 2 are all for the case of perfect thermal 
contact between probe and soil. This is impossible to achieve 
in practice and the effect of this imperfection needs to be in
cluded in the analysis. In recognition of this Hartley and Black 
examined the case of Bi = 10 for the value of 0 = 1.25. This 
example is represented here and is shown in Fig. 3. Further
more the case of Bi = 10 and 0 = 2.0 has been included. 

Again the effect of contact resistance at the probe/soil inter
face is well known [7], being recognized as a source of a time 
delay in the attainment of the linear portion of the curve. The 
results shown in Fig. 3 for the case of 4> = 2.0 illustrate this ef
fect. The decrease in Biot number has caused an increase in the 
value of 8 at all times. The effect of poorer soil-to-probe ther
mal contact at a value of 4> equal to 1.25 is, however, contrary 
to that which might be expected since the absolute value of the 
error is generally reduced. This arises because the sign of the 
error associated with the heat capacity of the probe is opposite 
to the sign of the error due to poor contact. The two effects 
therefore counteract one another for this value of </>. This 
result would be equally true for lower values of 0. 

Further decreases in the value of the Biot number can be ex
pected to occur under field working conditions. Carslaw and 
Jaeger [8] give guidelines as to appropriate values of thermal 
conductance for various sizes of air gaps resulting from poor 
probe/soil fits. Using their values, further relationships be
tween 5 and Fo at decreased values of Bi can be evaluated. In 
general this effect will further increase the initial transient 
times for those cases where the error level was already 
positive. Where the error level was initially negative decreased 
values of Biot number will gradually decrease the error level 
until the overall error becomes positive. Thereafter further 
decreases in Biot number cause an increased positive error. 
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The results presented can be used in practice using the 
method described by Hartley and Black. This involves 
estimating the heat capacity of the soil so that <$> can be 
evaluated and also estimating the value of the soil's thermal 
conductivity so that actual time can be determined from the 
Fourier number. Any differences between the estimated value 
of thermal conductivity and the measured value can be accom
modated either by using conservative values of time or by 
repeating the test after equilibrium has been restored. 
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emitting zone that arrives at (or is absorbed by) a receiving 
surface (or gas) zone is proportional to the difference in their 
blackbody emissive powers and to their mutual direct ex
change area. 

Fortunately, many furnace enclosures can be approximated 
geometrically by a collection of cubic gas zones bounded by 
walls comprising square surface zones. The exchange area be
tween any two zones can then be generated by a simple sum
mation of terms between component cubes and/or squares. 
This task can be made considerably easier if these are 
generated beforehand as charts, tables, or simple correlations 
accessible by a computer program. Charts providing direct ex
change areas between pairs of cubes, pairs of squares, and 
cubes and squares in close proximity to each other have been 
prepared by Hottel and Cohen [2]. However, their data are 
limited to a range of optical path lengths (KB) of from zero to 
1.4. In all multiple grey gas representations of the total 
emissivity or absorptivity of fossil-fuel combustion products, 
K for the high absorptivity grey gas component can exceed 20 
m"1 for stoichiometric partial pressures of C 0 2 and H 2 0 [3, 
4]. This therefore limits the size of the cubes or squares for 
which exchange areas can be obtained to 0.07 m or less. Fur
thermore, some minor inaccuracies have been found in the 
above charts for a few of the configurations [5]. This paper 
presents more accurate data covering a wider range of KB 
from zero up to 18 (Bmax = 0.9 m) and generated with the ad
vantage of much faster digital computing capability than was 
presumably available when the original charts were prepared. 
The data are also presented in the form of simple exponential 
correlations which can easily be implemented into a computer 
file or subroutine. 

Direct Exchange Areas for Calculating Radiation 
Transfer in Rectangular Furnaces 

R. J. Tucker1 

Nomenclature 
K = attenuation or extinction coefficient 

of gas, m _ 1 

B = cube or square side, m 
SjSj = direct exchange area between sur-

faces i and j , m2 

gjSj = direct exchange area between gas ;' 
and surface j , m2 

gjgj = direct exchange area between gas i 
and gas j , m2 

surface area, m2 A 
V = volume, m3 

Introduction 
The prediction of the thermal performance of fuel-fired fur

naces is dependent on an accurate calculation of radiant ex
change between the combustion products, walls, and load 
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Fig. 1 The exchange area (gs)b between a cube of edge S and its six 
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The results presented can be used in practice using the 
method described by Hartley and Black. This involves 
estimating the heat capacity of the soil so that <$> can be 
evaluated and also estimating the value of the soil's thermal 
conductivity so that actual time can be determined from the 
Fourier number. Any differences between the estimated value 
of thermal conductivity and the measured value can be accom
modated either by using conservative values of time or by 
repeating the test after equilibrium has been restored. 
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emitting zone that arrives at (or is absorbed by) a receiving 
surface (or gas) zone is proportional to the difference in their 
blackbody emissive powers and to their mutual direct ex
change area. 

Fortunately, many furnace enclosures can be approximated 
geometrically by a collection of cubic gas zones bounded by 
walls comprising square surface zones. The exchange area be
tween any two zones can then be generated by a simple sum
mation of terms between component cubes and/or squares. 
This task can be made considerably easier if these are 
generated beforehand as charts, tables, or simple correlations 
accessible by a computer program. Charts providing direct ex
change areas between pairs of cubes, pairs of squares, and 
cubes and squares in close proximity to each other have been 
prepared by Hottel and Cohen [2]. However, their data are 
limited to a range of optical path lengths (KB) of from zero to 
1.4. In all multiple grey gas representations of the total 
emissivity or absorptivity of fossil-fuel combustion products, 
K for the high absorptivity grey gas component can exceed 20 
m"1 for stoichiometric partial pressures of C 0 2 and H 2 0 [3, 
4]. This therefore limits the size of the cubes or squares for 
which exchange areas can be obtained to 0.07 m or less. Fur
thermore, some minor inaccuracies have been found in the 
above charts for a few of the configurations [5]. This paper 
presents more accurate data covering a wider range of KB 
from zero up to 18 (Bmax = 0.9 m) and generated with the ad
vantage of much faster digital computing capability than was 
presumably available when the original charts were prepared. 
The data are also presented in the form of simple exponential 
correlations which can easily be implemented into a computer 
file or subroutine. 
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Table 1 Correlation coefficients for direct exchange areas between 
parallel square surfaces; ss/B2 = C * e x p ( - 4 * KB) 

s i / B 2 = C * EXP(-A * KB) 

B̂  

^ \ ^ ^ L 

1 

Table 2 Correlation coefficients for direct exchange areas between 
perpendicularly oriented square surfaces; ss / S2 = C * exp( - A * KB); 
A = a0 + a-i 'KB 34*(KB)4 

s s / B 2 =• C * EXP(-A * KB) 

A « a 0 + aj*KB a ^ B ) ' ' 

X/B Y/B 

1 
1 
1 
1 
2 
2 
2 
3 
3 
4 

1 
1 
1 
1 
2 
2 
2 
3 
3 
4 

1 
1 
1 
1 
2 
2 
2 
3 
3 
4 

Z/B 

1 
1 
1 
1 
1 
1 
1 
1 
1 
1 

2 
2 
2 
2 
2 
2 
2 
2 
2 
2 

3 
3 
3 
3 
3 
3 
3 
3 
3 
3 

C 

.1998 

.0861 

.0153 

.0036 

.0433 

.0105 

.0029 

.0045 

.0018 

.0009 

.0686 

.0481 

.0206 

.0080 

.0351 

.0164 

.0068 

.0093 

.0046 

.0027 

.0330 

.0274 

.0168 

.0090 

.0230 

.0146 

.0081 

.0101 

.0061 

.0040 

n + i-a*^ 1i 

A 

1.1053 
1.3014 
1.9987 
2.9351 
1.5172 
2.1959 
3.0880 
2.7513 
3.5187 
4.1511 

2.0710 
2.2368 
2.7286 
3.4595 
2.4015 
2.8812 
3.5899 
3.3165 
3.9625 
4.5268 

3.0512 
3.1838 
3.5683 
4.1582 
3.3140 
3.6906 
4.2680 
4.0432 
4.5855 
5.0783 

n l i A n r*e>*c 

X/B 

1 
2 
3 
4 
2 
3 
4 
3 
4 
4 

1 
2 
3 
4 
2 
3 
4 
3 
4 
4 

1 
2 
3 
4 
2 
3 
4 
3 
4 
4 

Y/B 

1 
1 
1 
1 
2 
2 
2 
3 
3 
4 

1 
1 
1 
1 
2 
2 
2 
3 
3 
4 

1 
1 
1 
1 
2 
2 
2 
3 
3 
4 

•-•+ T 

Z/B 

4 
4 
4 
4 
4 
4 
4 
4 
4 
4 

5 
5 
5 
5 
5 
5 
5 
5 
5 
5 

6 
6 
6 
6 
6 
6 
6 
6 
6 
6 

C 

.0191 

.0171 

.0126 

.0082 

.0153 

.0114 

.0076 

.0088 

.0061 

.0045 

.0124 

.0115 

.0093 

.0068 

.0107 

.0087 

.0065 

.0073 

.0055 

.0043 

.0087 

.0082 

.0071 

.0056 

.0078 

.0067 

.0054 

.0059 

.0048 

.0039 

a r t - r i /->-f-i 

A 

4.0396 
4.1475 
4.4615 
4.9529 
4.2538 
4.5627 
5.0464 
4.8569 
5.3190 
5.7494 

5.0322 
5.1224 
5.3863 
5.8053 
5.2114 
5.4720 
5.8861 
5.7232 
6.1231 
6.5018 

6.0271 
6.1042 
6.3310 
6.6951 
6.1805 
6.4052 
6.7658 
6.6235 
6.9744 
7.3105 

X/B 

1 

2 

3 

1 

2 

3 

1 

2 

3 

1 

2 

3 

1 

2 

3 

1 

2 

3 

Y/B 

1 

1 

1 

2 

2 

2 

3 

3 

3 

2 

2 

2 

3 

3 

3 

3 

3 

3 

Z/B 

1 

1 

1 

1 

1 

1 

1 

1 

1 

2 

2 

2 

2 

2 

2 

3 

3 

3 

C 

.2000 

.0406 

.0043 

.0328 

.0189 

.0059 

.0089 

.0069 

.0036 

.0329 

.0230 

.0101 

.0159 

.0129 

.0076 

.0124 

.0107 

.0073 

a0 

.5390 

.9965 

1.906 

1.571 

1.751 

2.384 

2.502 

2.665 

3.129 

2.055 

2.245 

2.780 

2.860 

3.010 

3.435 

3.481 

3.609 

3.976 

al 

-.615E-01 

-.878E-1 

-.391E-01 

a2 

.429E-02 

•419E-02 

.208E-02 

a3 

-.151E-03 

-.773E-04 

.000E+00 

a4 

.206E-05 

.000E+00 

.000E+00 

compatible with the multiple grey gas representation of a real 
furnace atmosphere. 

The direct exchange areas between pairs of differential sur
face and/or volume elements / andy are given by the following 
expressions [1] where r is the separating distance between 
elements and 6 their relative angle of orientation (measured 
relative to the normal to a surface element) 

(1) 

(2) 

(3) 

Surface-surface exchange 

sjsj=dAj cos OjdAj cos 0,exp(- Kr) /-wr2 

Volume-surface exchange 

gjSj=K dVjdAj cos djexp(-Kr)/irr2 

Volume-volume exchange 

g^gj =K2dVidVjexp(-Kr)/Trr2 

Numerical Evaluation of Direct Exchange Areas 
The integration of equations (1), (2), and (3) above must 

therefore be carried out to derive the exchange areas between 
finite square surfaces and/or cubic volume zones. Analytical 
solutions can only be derived when the gas is optically thin and 
therefore non-self-absorbing (i.e., when the exp(-Kr) term is 
unity, representing total transmittance). Where an absorbing 
gas is involved, numerical integration must be adopted. In
deed, for all evaluations carried out, including the surface-
surface exchange in a nonabsorbing atmosphere, a simple 
numerical integration technique has been applied. Analytically 
derived formulae have been used, however, to verify the ac
curacy of the numerical technique, by providing exact ex

change areas for the surface-surface configurations in a 
nonabsorbing atmosphere [6]. 

Results 

The results of the numerical integrations are presented 
graphically in Figs. 1 and 2 for zones in close proximity to 
each other and as exponential correlations in Tables 1-4 for all 
configurations evaluated. Exchange areas are provided for 
squares in mutually parallel and perpendicular planes, as well 
as for cubes and squares and for pairs of cubes in a rec
tangular framework. These are all normalized asjn the charts 
of Hottel and Cohen [2]. The "escape factor" (gs)b is the ex
change area between a cube of edge B and its six bounding sur
faces and is presented graphically and as a correlation in Fig. 
1. (gs)b is itself normalized to the unit emittance 4KV in 4 T 
steradians from a cube of volume V ( = B3). The plots in Fig. 
2 for element pairs in very close proximity to each other are 
substantially "nonlinear." This is not evident in the Hottel 
and Cohen charts [2]. 

By comparison of the normalized surface-surface exchange 
areas for zero attenuation coefficient (factor C in Tables 1 and 
2) with analytically derived data, the numerical technique was 
verified to be accurate to within ± 0 . 5 percent. The exponen
tial correlations are themselves best-fit expressions derived by 
the method of least-squares and these are accurate to within 
three decimal places. 

The above results relate to squares and/or cubes in close 
proximity to each other. Exchange areas between zones 
separated by larger distances can be approximated closely by 
assuming that the view and path length for absorption are the 
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Table 3 Correlation coefficients for direct exchange areas between 
cubic gas zones and square surface zones; gs /(gs)b = C * exp(- / l * 
KB); A = a0 + a, * KB + a2*(KB)2 

X/B 

2 

3 

2 

3 

3 

P / ( P ) b - C * EXP(-A * KB) 

A - a 0 + ai*KB + B2*(KB)2 

2-tSS^L 

SP 

Y/B 

1 

1 

2 

2 

3 

Z/B 

1 

1 

1 

1 

1 

c 

.0337 

.0048 

.0137 

.0034 

.0017 

.4563 

1.457 

.8332 

1.674 

2.251 

-.311E-01 .824E-03 

.469E-01 .103E-02 

.0313 

.0200 

.0078 

.0135 

.0062 

.0037 

1.062 

1.292 

1.933 

1.514 

2 .089 

2 .602 

.0120 

.0098 

.0060 

.0083 

.0053 

.0037 

2 .033 

2 .210 

2 .666 

2 .366 

2 .806 

3 .201 

Conclusions 
Direct exchange areas are provided which can be used for 

the evaluation of radiation exchange within rectangular gas-
filled enclosures. These are correlated in a form that can be in
corporated easily into a computer library file or subroutine 
and should therefore be a valuable aid to the writing and 
development of mathematical models utilizing the zone 
method of analysis for radiant exchange. 

Acknowledgments 
This paper is published by permission of the British Gas 

Corporation. The author wishes to acknowledge John 
Truelove (formerly HTFS) for his helpful advice and col
laboration at the start of this work. 

References 
1 Hottel, H. C , and Sarofim, A. F., Radiative Transfer, McGraw-Hill, New 

York, 1967. 
2 Hottel, H. C , and Cohen, E. S., "Radiant Heat Exchange in a Gas-Filled 

Enclosure," AIChE, Mar. 1958, Vol. 4, p. 3. 
3 Smith, T. F., Shen, Z. F., and Friedman, J. N., "Evaluation of Coeffi

cients for the Weighted Sum of Grey Gases Model," ASME JOURNAL OF HEAT 
TRANSFER, Vol. 104, Nov. 1982, pp. 602-608. 

4 Taylor, P. B., and Foster, P. J., "The Total Emissivities of Luminous and 
Non-luminous Flames," Int. J. Heat Mass Transfer, Vol. 17, 1974, pp. 
1591-1605. 

5 Becker, H. B., "A Mathematical Solution for Gas-to-Surface Radiative Ex
change Area for a Rectangular Parallelepiped Enclosure Containing a Gray 
Medium," ASME JOURNAL OF HEAT TRANSFER, Vol. 99, May 1977. 

6 Siegel, R., and Howell, J., Thermal Radiation Meat Transfer, McGraw-
Hill, New York, 1972, Chap. 7. 

Effective Absorptivity and Emissivity of Particulate 
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Table 4 Correlation coefficients for direct exchange areas between 
pairs of cubic gas zones; gg I (KB (gs)b) = C * exp(-A * KB); 
A = a0 + a, *KB a3*(KB)3 

gg /(KB ( p ) b ) = C * EXP(-A * KB) 

A = a„ + a i*KB a3*(KB)3 

B[ ah 
m1 
i 

B 
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3 

3 

2 

3 

3 

Y/B 

1 

1 

2 

2 

3 

2 

2 

3 
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1 
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1 

1 

2 

2 
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.0949 

.0203 

.0445 

.0161 

.0099 

.0283 

.0132 

.0090 

aO 

.3784 

1.430 

.8190 

1.657 

2.263 

1.147 

1.866 

2.458 

al 

-.331E-01 

-.599E-01 

-.620E-01 

a2 

.174E-02 

.235E-02 

.132E-02 

a3 

-.360E-04 

-.347E-04 

.OOOE+00 

Nomenclature 
d = two-flux absorption coefficient 
B = back-scatter fraction 
c = mean particle clearance, ^m 
d = particle diameter 

eb = black hemispherical emissive 
power 

/„ = particle volume fraction 
q = heat flux, W/m2 or W/m 2 ' t im 
T = particle temperature, K 

TK = gas temperature, K 
U = superficial velocity (gas) 
x = semi-infinite slab normal 

coordinate 
a = absorptivity 
6 = nonisothermal layer thickness 
e = emissivity or particle emissivity 
V = T0/Tb 

X = wavelength, jim 
£ = constant defined in equation 

(9) 
a = two-flux scattering coefficient 
<t> = single scatter polar angle 
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Table 3 Correlation coefficients for direct exchange areas between 
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Conclusions 
Direct exchange areas are provided which can be used for 

the evaluation of radiation exchange within rectangular gas-
filled enclosures. These are correlated in a form that can be in
corporated easily into a computer library file or subroutine 
and should therefore be a valuable aid to the writing and 
development of mathematical models utilizing the zone 
method of analysis for radiant exchange. 
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Table 4 Correlation coefficients for direct exchange areas between 
pairs of cubic gas zones; gg I (KB (gs)b) = C * exp(-A * KB); 
A = a0 + a, *KB a3*(KB)3 

gg /(KB ( p ) b ) = C * EXP(-A * KB) 

A = a„ + a i*KB a3*(KB)3 
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Nomenclature 
d = two-flux absorption coefficient 
B = back-scatter fraction 
c = mean particle clearance, ^m 
d = particle diameter 

eb = black hemispherical emissive 
power 

/„ = particle volume fraction 
q = heat flux, W/m2 or W/m 2 ' t im 
T = particle temperature, K 

TK = gas temperature, K 
U = superficial velocity (gas) 
x = semi-infinite slab normal 

coordinate 
a = absorptivity 
6 = nonisothermal layer thickness 
e = emissivity or particle emissivity 
V = T0/Tb 

X = wavelength, jim 
£ = constant defined in equation 
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a = two-flux scattering coefficient 
<t> = single scatter polar angle 
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Subscripts 

a 
b 

bed 
eff 

0 
s 
w 
X 

Tntr 

= absorption 
= bulk or blackbody 
= bed 
= effective 
= at wall (as in T0) 
= scattering 
= wall 
= monochromatic 

oduction 

A simple, yet physically well-based and accurate model of 
radiative heat transfer in fluidized bed combustors would be 
of great help in the total heat transfer analysis of those 
systems. Many investigators have studied the radiative compo
nent in fluidized bed combustors trying to develop such a 
model [1-4]. 

The key parameter of interest in describing radiative 
transfer between a combusting fluidized bed and a cooled sur
face is the effective total, hemispherical emissivity of the bed 
based on the bed temperature eeff. It would be desirable to 
have a model giving the dependence of ecff on the pertinent 
parameters of wall temperature Tw, bed temperature Tb, bed 
particle volume fraction fv, particle emissivity e, and diameter 
d, which could be easily assimilated into a total heat transfer 
analysis. While raytracing [1] can be used to give eeff as a func
tion of these parameters, the resulting equations are unwieldy. 
On the other hand, the radiative transfer equation as 
employed in [2, 4] is relatively straightforward and well based 
physically. 

Transfer Equation 
The problem which has prevented widespread consideration 

of the transfer equation as a model for packed and fluidized 
beds in the past is the argument that the condition of high par
ticle number density in these systems (/*„— 1) contradicts the 
assumptions upon which the transfer equation is based. In
deed the transfer equation is derived assuming the existence of 
an elemental volume in which negligible shadowing and multi
ple scatter occur [5]. Furthermore, it is assumed that the par
ticles interact independently with radiation (independent scat
tering). However, it has been shown experimentally [6] that 
the assumption of negligible multiple scatter and shadowing 
within an elemental volume containing many particles is 
merely an artifice in the derivation of the transfer equation 
and that the applicability of the transfer equation is limited 
only by the validity of the assumption of independent scatter
ing. It has been shown that the onset of dependent scattering is 
best monitored by the ratio c/X, the mean particle clearance to 
wavelength ratio [6, 7]. Since in fluidized beds this ratio is well 
above the recommended critical value of 0.3, the transfer 
equation should serve as an accurate model for radiative 
transfer in fluidized beds. Further support for this approach 
may be found in [6] where it is demonstrated that the two-flux 
solution of the transfer equation predicts measured transmit-
tance in packed beds [8]. 

Two-Flux Model 

The two-flux model is very familiar and has been extensively 
documented in the literature [9, 10]. Therefore the equations 
will not be given here. However, one point that should be em
phasized is that as long as scattering is not acutely anisotropic 
[9], the two-flux parameters a, a, and B can be calculated 
from fundamental properties of the particles, such as volume 
fraction/„, diameter d, emissivity e, and single-scatter phase 
function /?(</>). It is not necessary or desirable to resort to using 
empirical or adjustable two-flux parameters, although this 
practice persists. For diffusely reflecting, opaque, geometric 
spheres with reflectivity independent of incident angle, the 

two-flux parameters are given in terms of the particle prop
erties as follows [5, 10] 

5 = 0.667 (1) 

a = 3f„e/d (2) 

o = 3fv(l-e)B/d (3) 

Solution by Superposition 
The solution to the problem of heat transfer between a par

ticipating particulate medium and a cold plane wall can be 
conveniently obtained by using superposition of two simpler 
problems. The first problem involves emission by the par
ticulate medium into a black body at zero degrees. The second 
problem involves absorption by the cold particulate medium 
of diffuse incident, intensity. Linearity of the equations and 
boundary conditions [10] readily yields the result that the sum 
of the two simpler problems is a solution of the complete 
problem assuming that the properties are independent of 
temperature. 

Formulation of the problem is completed by representing 
the heat transfer between the bed and wall as a classical sur
face interchange problem between two parallel plates. The net 
heat flux to the wall q is then given by equation (4) [1, 10] 

eb(Tb) 
«eff « , 

-eb(TJ 

1 1 
+ — 

"e f f « W 

(4) 

In equation (4) eeff is the effective emissivity of the particulate 
medium based on bulk temperature Tb and aet{ is the effective 
absorptivity. Similarly ew and aw are the corresponding prop
erties for the wall. 

Effective Absorptivity 
The effective absorptivity is obtained by solving the equa

tions for the cold medium, diffuse incidence problem [10] 

"^-krhmi-, -')] • (l-e)B \ ( l - e ) 5 ' / J ' (1 -e)B ( 5 ) 

The results for aeff are plotted in Fig. 1 for both isotropic scat
tering (5 = 0.5) and diffusely reflecting particles (5 = 0.667). 

The effective absorptivity also plays the role of effective 
emissivity of an isothermal bed. This can be readily 
demonstrated by introducing a variable transformation to 
show that the equations for the cold medium, diffuse in
cidence problem are equivalent to the equations for the prob
lem of emission into a blackbody at zero degrees for 
T(x) = const. This (perhaps obvious) result is Kirchhoff's Law 
for a participating medium. The importance of this observa
tion lies in the fact that due to the high degree of solid mixing 

Fig. 1 Absorptivity/isothermal bed emissivity 
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Fig. 2 Average particle and gas temperature profiles near the wall 

in fluidized beds the assumption of an isothermal bed is a 
reasonable first approximation. Indeed for large particle beds 
(d> 1 mm) it is a valid assumption [3], Equation (5), which 
holds on either a total or spectral basis, indicates that for an 
isothermal bed the effective emissivity is only a function of 
particle emissivity e and backscatter fraction B. It does not de
pend on temperature Tb, particle diameter d, or particle 
volume fraction/„. As can be seen from Fig. 1, the effective 
emissivity of an isothermal bed is always greater than the par
ticle emissivity, due to the blackbody or cavity effect of scat
tering by the particles. 

Effective Emissivity 

Experiments indicate both that eeff is not a function of e and 
B alone and that a thin nonisothermal zone does exist in the 
bed near the wall. Furthermore, the time-averaged 
temperature profiles of the particles (T(x)) and the gas 
(Tg (x)) can be quite different (see Fig. 2). In general the larger 
the particles are the larger the difference will be between T(x) 
and Tg{x) due to the increased thermal time constant for 
larger particles. As a result the average particle temperature at 
the wall T0 will be greater than the wall temperature T„. To 
account for this nonisothermal zone an exponential particle 
temperature profile is assumed near the wall 

T-Tn 
• 1 - e x p (-T-) (6) 

Tb-T0 

Assuming gray particles with constant (temperature-
independent) properties an analytic solution of the problem of 
emission into a black wall at zero degrees can be obtained 
using equation (6) to give the effective emissivity eeff 

(l-e)B 
fy 4! ("-""Im 
t„=o«K4-n)! ({ + ») L? 

2 B ( l - e ) \ 1 / 2 I ,-) 

where 

and f = 
3/B« [e(2(l-e)5 + e)]> 

(7) 

(8) 

(9) 

Equations (7)-(9) indicate that eeff is a function of four dimen-
sionless parameters, e, B,fv 5/d, and T0/Tb. From equations 
(2) and (3) the parameter /„ 5/d can be interpreted as the op
tical depth based on nonisothermal layer thickness. Figure 3 
presents some sample calculations of eeff for the case of dif
fusely reflecting spherical particles, 5 = 0.667. Also plotted in 
Fig. 3 are some experimental measurements of total effective 
bed emissivity from Baskakov et al. [11]. In general effective 
bed emissivity increases as T0 increases for a given value of 
Tb. However for a given value of T0 effective emissivity 
decreases with increasing Tb. These observed trends are also 
predicted by the nonisothermal gray model for eeff. The 

Tb(°C) 

o600 
•700 
A800 
®900 
®1000 

0.5 

T o / T b 

Fig. 3 Nonisothermal bed emissivity (experimental data from [11]) 

theoretical model for eeff also predicts that for T0/Tb~l the 
value of e becomes of primary importance and /„ 5/d is in
significant. However, for T0/Tb^0 the value of e is unimpor
tant while/„ 5/d is the dominating parameter (at least as long 
as /„ 5/d is not very small in which case e does play a signifi
cant role). 

One thing evident from the experimental data in Fig. 3 is 
that 8 must be a function of T0 and Tb independently since the 
data exhibit dependence on T0 and Tb independently and not 
just on their ratio. Otherwise the data would fall on a single 
curve. Also, based solely on the results in Fig. 3, it would ap
pear that /„ 5/d is of the order of 0.25 and therefore that 
5/d=Q.5 (since /„ = 0.5). Inspection of Fig. 3 indicates that 
this conclusion is reached independent of the particular value 
of e. Plots similar to Fig. 3 but for other realistic values of B 
also indicate that this conclusion is reached independent of the 
particular value of B. However the value of S/d=0.5 seems 
unrealistically low for an average value. [It certainly may not 
be low for an instantaneous value just after new (hot) particles 
have replenished the surface.] A partial explanation of the 
discrepancy is that the assumption is implicitly made in Fig. 3 
that the particle temperature at the wall equals the wall 
temperature: Ta = Tvl. The data from [11] are based on the 
wall temperature T„ which would likely be substantially less 
than the particle temperature T0. The data in Fig. 3 are plotted 
assuming T0 = Tw. Correcting for the actual condition T„ < T0 

would have the effect of shifting the experimental data to the 
right. 

Conclusions 

The total effective emissivity of a fluidized bed is a function 
of the particle emissivity e, the back-scatter fraction B, the 
nonisothermal optical depth/„ 5/d, and T0/Tb. Experimental 
studies are needed to correlate 5/d and T0/Tb in terms of ap
propriate dimensional and nondimensional parameters. The 
intent of this work has been to show from analysis which 
dimensionless parameters should be correlated in order to 
develop a simple yet accurate model for radiative transfer to 
cooled surfaces in fluidized beds. 
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The Effects of Turbulent Natural Convection on 
Thermal Explosion Critical Conditions 

F. B. Cheung1 

Introduction 
Most studies of thermal explosion [1-3] have treated the 

process of heat transfer in the reacting medium as purely con
ductive, which is generally true for solid explosives. However, 
for reactions taking place in the liquid or gaseous phase, 
natural convection may sometimes be an important heat 
transfer mechanism, as indicated by the experiments of 
Ashmore et al. [4], and Merzhanov and Shtessel [5]. In such 
cases, the rate of cooling of the fluid medium may be en
hanced markedly by the presence of convection, and predic
tions using the classical conduction theory may result in 
significant error. 

The effects of natural convection on the critical conditions 
of thermal explosion have been studied numerically by Jones 
[6]. The ignition limit is found to be a strongly increasing 
function of the Rayleigh number, indicating that a higher rate 
of heat production can be accommodated without an explo
sion when convection occurs in the system in addition to con
duction. With respect to convection, chemical kinetics is 
found to play a rather minor role in criticality. Thus the com
bustion reaction may be assumed to be of zero order, which in 
essence is equivalent to neglecting the consumption of reac-
tants during the course of reaction. 

The work of Jones [6], however, has been based on the 
laminar flow. In this study, the importance of turbulent con
vection in exothermic chemical reactions taking place in a 
fluid medium confined between two parallel plates is in
vestigated. The presence of eddy heat transport in the reactant 
phase not only would enhance substantially the rate of cooling 
of the medium but also would result in a more uniform 
temperature profile in the interior region. This in turn would 
tend to lower the maximum temperature and with it the rate of 
energy release. Thus a much higher limit of ignition can be 
achieved, resulting in a system with much less tendency to ex
plode. The purpose of this study is to provide an ignition 
criterion for the case in which heat transfer in the reacting 
medium is augmented by turbulent natural convection. 

Analysis 

In formulating the problem, the reacting medium is con
sidered to be in the liquid or gaseous phase, confined between 
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two parallel plates with infinite extent in the horizontal direc
tion. The upper plate is isothermal whereas the lower plate is 
adiabatic. The Rayleigh number of the layer is sufficiently 
high that turbulence is the dominant mode of heat transfer in 
the medium. By combining the equations of continuity and 
conservation of energy and horizontally averaging, there 
results [7, 8] 

/ d f d — \ d2f 
pCp\-3F+l-z

w6)=k^+(1 (1) 

with boundary conditions 

df — _ 
z = 0: — = 0, W0 = O and z = L: T= T0, W0 = O (2) 

where f and 6 are the mean and fluctuating temperatures, 
respectively, w the vertical component of velocity, p the densi
ty, Cp the specific heat, k the thermal conductivity, L the 
depth of the fluid layer, and q the density of internal heat 
sources due to heat production by chemical reaction. The 
quantity w6 represents the turbulent heat flux which is iden 
tically zero at the lower and upper walls as required by the no-
slip condition. 

To account for the thermal effects of the reaction, the heat 
production term q is represented as a function of the local 
fluid temperature according to Arrhenius' law 

q = QAexp(-E/Rf) (3) 

where Q is the exothermicity, A the pre-exponential factor, E 
the activation energy, and R the universal gas constant. In 
writing equation (3), the reaction has been assumed to be of 
zero order and the effects of reactant consumption have been 
neglected. 

Stationary Method—Eddy Heat Transport Model 
Under steady-state conditions, the transient term in equa

tion (1) may be omitted. The equations governing the mean 
temperature field become 

i[(l+^h-{QA/k)expaE/RT) (4) 

z = 0: dT/dz = 0; z = L; f=T0 (5) 

where a is the thermaljJiffusivity and eH the eddy diffusivity 
for heat defined by wd = —eH dT/clz. To close the above 
system, the eddy heat transport model of Cheung [7] is 
employed to provide an independent expression for eH. In this 
model, the process of turbulent natural convection is con
sidered to be described well by a local Rayleigh number of the 
flow Ra*, which is characterized by a local buoyancy dif
ference and a local length scale. The former is related to a 
local temperature drop according to the Boussinesq approx
imation and the latter, to local distances from the upper and 
the lower walls. From [7], we have 

— = 0.051 Ra*0-87 and 

*-- j^&o-T)r 
where g is the acceleration due to gravity, /3 the coefficient of 
thermal expansion, and v the kinematic viscosity. Equation (6) 
has been tested against the data reported in [9]. 

Following Jones [6], equations (4) to (6) may be combined 
and normalized in terms of a dimensionless distance n = z/L, a 
dimensionless temperature <j> = E(f—TQ)/RTl, the Frank-
Kamenetskii parameter 8 = QEL2A exp (-E/RT0)/kRJ^, the 
Rayleigh number of the system, 'Ra = g^LiRT%/avE, and the 
parameter e = RT0/E. This gives 

0" = - {1+0.051 Raa87<£°-87[>/(l -r,)]3 }-,{8 exp[</>/(l + e</>)] 

+ 0.153 Ra°-87<£°'87(1 - 2I?)[T7(1 - T/)]2</>' 

+ 0.044 Ra°-87(/)-013[r;(l-r;)]3</)'2) (7) 
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The Effects of Turbulent Natural Convection on 
Thermal Explosion Critical Conditions 

F. B. Cheung1 

Introduction 
Most studies of thermal explosion [1-3] have treated the 

process of heat transfer in the reacting medium as purely con
ductive, which is generally true for solid explosives. However, 
for reactions taking place in the liquid or gaseous phase, 
natural convection may sometimes be an important heat 
transfer mechanism, as indicated by the experiments of 
Ashmore et al. [4], and Merzhanov and Shtessel [5]. In such 
cases, the rate of cooling of the fluid medium may be en
hanced markedly by the presence of convection, and predic
tions using the classical conduction theory may result in 
significant error. 

The effects of natural convection on the critical conditions 
of thermal explosion have been studied numerically by Jones 
[6]. The ignition limit is found to be a strongly increasing 
function of the Rayleigh number, indicating that a higher rate 
of heat production can be accommodated without an explo
sion when convection occurs in the system in addition to con
duction. With respect to convection, chemical kinetics is 
found to play a rather minor role in criticality. Thus the com
bustion reaction may be assumed to be of zero order, which in 
essence is equivalent to neglecting the consumption of reac-
tants during the course of reaction. 

The work of Jones [6], however, has been based on the 
laminar flow. In this study, the importance of turbulent con
vection in exothermic chemical reactions taking place in a 
fluid medium confined between two parallel plates is in
vestigated. The presence of eddy heat transport in the reactant 
phase not only would enhance substantially the rate of cooling 
of the medium but also would result in a more uniform 
temperature profile in the interior region. This in turn would 
tend to lower the maximum temperature and with it the rate of 
energy release. Thus a much higher limit of ignition can be 
achieved, resulting in a system with much less tendency to ex
plode. The purpose of this study is to provide an ignition 
criterion for the case in which heat transfer in the reacting 
medium is augmented by turbulent natural convection. 

Analysis 

In formulating the problem, the reacting medium is con
sidered to be in the liquid or gaseous phase, confined between 
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two parallel plates with infinite extent in the horizontal direc
tion. The upper plate is isothermal whereas the lower plate is 
adiabatic. The Rayleigh number of the layer is sufficiently 
high that turbulence is the dominant mode of heat transfer in 
the medium. By combining the equations of continuity and 
conservation of energy and horizontally averaging, there 
results [7, 8] 

/ d f d — \ d2f 
pCp\-3F+l-z

w6)=k^+(1 (1) 

with boundary conditions 

df — _ 
z = 0: — = 0, W0 = O and z = L: T= T0, W0 = O (2) 

where f and 6 are the mean and fluctuating temperatures, 
respectively, w the vertical component of velocity, p the densi
ty, Cp the specific heat, k the thermal conductivity, L the 
depth of the fluid layer, and q the density of internal heat 
sources due to heat production by chemical reaction. The 
quantity w6 represents the turbulent heat flux which is iden 
tically zero at the lower and upper walls as required by the no-
slip condition. 

To account for the thermal effects of the reaction, the heat 
production term q is represented as a function of the local 
fluid temperature according to Arrhenius' law 

q = QAexp(-E/Rf) (3) 

where Q is the exothermicity, A the pre-exponential factor, E 
the activation energy, and R the universal gas constant. In 
writing equation (3), the reaction has been assumed to be of 
zero order and the effects of reactant consumption have been 
neglected. 

Stationary Method—Eddy Heat Transport Model 
Under steady-state conditions, the transient term in equa

tion (1) may be omitted. The equations governing the mean 
temperature field become 

i[(l+^h-{QA/k)expaE/RT) (4) 

z = 0: dT/dz = 0; z = L; f=T0 (5) 

where a is the thermaljJiffusivity and eH the eddy diffusivity 
for heat defined by wd = —eH dT/clz. To close the above 
system, the eddy heat transport model of Cheung [7] is 
employed to provide an independent expression for eH. In this 
model, the process of turbulent natural convection is con
sidered to be described well by a local Rayleigh number of the 
flow Ra*, which is characterized by a local buoyancy dif
ference and a local length scale. The former is related to a 
local temperature drop according to the Boussinesq approx
imation and the latter, to local distances from the upper and 
the lower walls. From [7], we have 

— = 0.051 Ra*0-87 and 

*-- j^&o-T)r 
where g is the acceleration due to gravity, /3 the coefficient of 
thermal expansion, and v the kinematic viscosity. Equation (6) 
has been tested against the data reported in [9]. 

Following Jones [6], equations (4) to (6) may be combined 
and normalized in terms of a dimensionless distance n = z/L, a 
dimensionless temperature <j> = E(f—TQ)/RTl, the Frank-
Kamenetskii parameter 8 = QEL2A exp (-E/RT0)/kRJ^, the 
Rayleigh number of the system, 'Ra = g^LiRT%/avE, and the 
parameter e = RT0/E. This gives 

0" = - {1+0.051 Raa87<£°-87[>/(l -r,)]3 }-,{8 exp[</>/(l + e</>)] 

+ 0.153 Ra°-87<£°'87(1 - 2I?)[T7(1 - T/)]2</>' 

+ 0.044 Ra°-87(/)-013[r;(l-r;)]3</)'2) (7) 
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Fig. 1 The critical conditions of thermal explosion predicted by the 
stationary and nonstationary methods 

where 4>{ 1) = 4>' (0) = 0 and the prime denotes a total derivative 
with respect to -n. This two-point boundary value problem is 
solved numerically using the Runge-Kutta method. The 
critical state, being specified by the maximum value of <5C (Ra, 
e), is identified with the one for which a steady-state solution 
ceases to exist if e = 0, or with the one for which a jump 
phenomenon in the maximum temperature occurs if e > 0. 

Nonstationary Method—Boundary Layer Approximation 
It has been shown that for turbulent natural convection in a 

volumetrically heated fluid layer, the gradient of the fluid 
temperature is important only in a region very close to the wall 
[9, 10]. Over the body of the layer, the temperature is relative
ly uniform as a result of intensive turbulent mixing. Heat 
transfer in the wall region of the layer is controlled principally 
by molecular diffusion. The thickness / of the thermal bound
ary layer at the wall can be conveniently defined as the 
equivalent diffusion length so as to offer the same local 
resistance by conduction as the actual boundary layer. This 
boundary-layer dominant aspect of turbulent flows has been 
employed by Cheung [8] to predict the transient temperature 
behavior of the layer. It is shown that mixing in the turbulent 
core region remains effective during the entire flow transition 
and that the rate of heat transfer is determined by the proper
ties of the thermal boundary layer. These analytical results 
have later on been validated experimentally by Keyhani and 
Kulacki [10]. Accordingly, equation (1) may be integrated 
with respect to z over the entire fluid layer to obtain 

„ dTm k(Tm-T0)/L 
pCP^f= t +QA exp( -£ / i? r ,„ ) (8) 

where Tm is the transient temperature of the turbulent mixing 
core, which is practically the same as the instantaneous max
imum temperature of the layer. The dimensionless boundary 
layer thickness is given by [8-10] 

— = 0.74 Ra~1/3</>,„-1/3 (9) 

where 4>m is the dimensionless turbulent core temperature. 
Equation (8) becomes 

~^= -0.135 Ra1/3</>m
4/3 + 5 exp[0„,/(l + e</>,„)] (10) 

where £ = ctt/L2 is a dimensionless time. By specifying an in
itial value </>,„(0), the above equation may be integrated 
numerically using the Runge-Kutta method to obtain the time 
dependence of </>„,. The critical conditions for thermal explo
sion, being specified by the maximum value of 5C (Ra, e), is 

identified in this case with the one for which there is an up
ward inflection in the temperature versus time curve. 

Results and Discussion 

Figure 1 summarizes the critical conditions for thermal ex
plosion predicted by the two different methods. For the case 
of e = 0, the stationary and the nonstationary solutions may be 
represented by the following power laws over the range 1 x 
105 < Ra < 1 X 107 

5C = 0.091 Ra0-30 and Sc = 0.052 Ra0-33 (11) 

respectively. For e = 0.15, the ignition limit becomes higher. 
In this case, the stationary and nonstationary solutions may be 
correlated by 

5c = 0.127Ra0-30 and 5, = 0.074 Ra033 (12) 

respectively. The corresponding conduction solutions are also 
shown in the figure for comparison. At Ra = 1 x 105, the sta
tionary and nonstationary solutions are found to be quite dif
ferent. However, as Ra is increased, the difference becomes 
smaller and, for Ra = 1 x 107, the two solutions are almost 
identical. At this Rayleigh number, the values of 5C are an 
order of magnitude higher than those predicted by the conduc
tion theory [1-3]. At lower Rayleigh numbers (not shown in 
the figure), the values of 5C become similar to those observed 
in the laminar regime [6] but are still several times higher than 
the conduction values. It should be noted that the 0.3 or 1/3 
power-law dependence of dc on Ra is quite similar to the rela
tion between the Nusselt number and Rayleigh number for 
turbulent flows. Physically, 5C is related directly to the rate of 
cooling of the layer which in turn is measured by the Nusselt 
number. Thus it is quite logical to expect 8C to be directly pro
portional to the value of Nu. 

Although different physical assumptions have been 
employed in the stationary and nonstationary methods, the 
critical conditions predicted by these two approaches are 
reasonably consistent, especially at high Rayleigh numbers. 
This clearly illustrates the usefulness of the steady-state solu
tions in predicting criticality in a transient situation. The 
results of this study support the proposition of the existence of 
a stability limit defined by 5c(Ra, e), below which the time-
dependent problem converges to the stable steady-state solu
tion at large times. On the other hand, when conditions exist 
above the stability limit, explosion results after the induction 
time. 
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Effect of Mass Transfer and Free Convection on the 
Flow Past a Vertical Porous Plate1 

V. M. Soundalgekar.2 I am sorry to see the referenced 
paper published in the JOURNAL OF HEAT TRANSFER. This very 
problem was published by us in the Indian Journal of Pure 
and Applied Mathematics, Vol. 13, 1982, pp. 393-410. I wish 
to state that our method of solution is far better than the one 
given by Hossain and Begum. It is very likely that the referees 
may not have seen our paper published in the Indian Journal. 
However, our paper was published long before the referenced 
paper was submitted to the JOURNAL OF HEAT TRANSFER. 

'By M. A. Hossain and R. A. Begum, published in the August 1984 issue of 
the JOURNAL OF HEAT TRANSFER, Vol. 106, No. 3, pp. 664-668. 

2Gulf Polytechnic, P. O. Box 32038, Isa Town, State of Bahrain. 

Use of a Boundary-Fitted Coordinate Transformation 
for Unsteady Heat Conduction Problems in Multicon-
nected Regions With Arbitrarily Shaped Boundaries1 

P. A. A. Laura.2 The authors are to be congratulated for 
their extension of this coordinate transformation to unsteady 
heat conduction problems in two-dimensional, multicon-
nected, heterogeneous regions with arbitrarily shaped 
boundaries and their interesting application to a solidification 
problem in a large steel casting. 

It is also the purpose of this Discussion to point out the ex
istence of previous applications of a parallel approach: the 
conformal mapping method for solving non-steady-state heat 
conduction problems in isotropic and orthotropic media in the 
case of simple and doubly connected domains of complicated 
boundary shape. Admittedly Uchikawa and Takeda's ap
proach is considerably more general in scope, but the confor
mal mapping technique is simpler, when applicable. 

Some of the first applications of the conformal mapping 
technique to unsteady heat conduction problems were 
reported in the 1960s [11, 12]. The physical domain, of com
plicated boundary shape, was transformed onto a circular 
region. In the case of a doubly connected domain the transfor
mation was performed onto an annular shape [13]. It was 
shown in [14] that the approach yields good engineering ac
curacy by obtaining independent solutions by means of a finite 
element code. The method was also applied in the case of a 
solid propellant rocket motor cross section [15]. References 

By S. Uchikawa and R. Takeda, published in the May 1985 issue of the 
ASME JOURNAL OF HEAT TRANSFER, Vol. 107, No. 2, pp. 494-498. 

Director and Research Scientist, Institute of Applied Mechanics, Puerto 
Belgrano Naval Base, 8111—Argentina. 

[16, 17] deal with applications of the conformal mapping 
method in the case of unsteady heat conduction problems in 
orthotropic media. 

It was shown in [18, 19] that the conformal mapping ap
proach is quite convenient in the case of heterogeneous do
mains of complicated geometry and also applicable in 
nonlinear problems [20]. Steady-state conditions are assumed 
in these two studies. 

Reference [21] is probably the first study available in the 
open literature where the conformal mapping approach is used 
in order to tackle unsteady heat conduction in rods of ar
bitrary cross section and where heat generation occurs. 

It may be also useful to the interested reader that the con
formal mapping approach has been extensively used in 
mechanical vibration problems [22]. 
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